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Abstract 

Motivation 

Taxonomy 
In this paper, we present: 

 

 A survey on current deep learning methodologies for action and gesture 

recognition in image sequences, 

 A taxonomy that summarizes important aspects of deep learning for 

approaching both tasks with particular interest on how they treat the 

temporal dimension of data,  

 The details of the proposed architectures, fusion strategies, main 

datasets, and competitions, 

Datasets and challenges 

References 

The interest in action and gesture recognition has grown considerably in the 

last years. Recent deep learning outperformed “non-deep” state-of-the-art 

methods. However, some questions remain opened: 

 

 How to deal with temporal information. We investigated works that go 

beyond averaging class score predictions on individual frames for video 

prediction. 

 How to be train deep models with small datasets. 

 Whether deep-learning approaches rely only on deep models or in  

combination with hand-crafted features. 

 Which are the most successful approaches to anticipate future trends 

and research directions. 

State-of-the-art method results 

Architectures 
 

We categorize the different CNN-based approaches based on how they handle the  

temporal dimension of videos: 

 

 3D convolutions which are able to learn local spatiotemporal features by extending the 

connectivity of convolutional neurons across multiple adjacent frames [1]. 

 Motion hand-crafted features (e.g. dense optical flow frames) being directly input a 

second cue along with the color one [2,4,7]. 

 Sequential models (e.g. CNN+RNN) that model the evolution of responses got from a 

frame-level classifier [12]. 

3D convolutions Motion-based hand-

crafted features Sequential models 

Action datasets 

Gesture datasets 

Fusion strategies 
 

The goal is to exploit information complementariness and 

redundancy for improving the recognition performance, either by 

using: 

 Several frames, fixed-length clips, or spatial locations 

sampled across the entire video. 

 Multiple data cues (color, motion, depth, etc). 

 

The most common strategies can be categorized into: 

 Early fusion: stacking the information as different input 

channels [1]. 

 Late fusion: combining class predictions [4]. 

 Slow fusion: progressively fusing by convolution and pooling. 
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On temporal modeling: 

 

 The most input naive way to deal with temporal dimension is to average frame-level class 

score predictions (not covered in this version of the paper). 

 3D convolutions can model discriminative – more local – spatiotemporal features [1]. 

 Sequential models (e.g. LSTM) better handle longer-range temporal relations. 

 It has proven useful to sacrifice spatial resolution in favor of extending the temporal 

connectivity in the network’s input (i.e., larger clips) [3]. 

 

On training with small datasets: 

 

 Motion (e.g. optical flow) and skeleton features are easier to model (and not overfit) than 

appearance [18]. 

 When using 2D CNNs, image datasets (e.g. ImageNet) are often used to pre-train 

weights of the appearance (namely spatial) stream [18]. 

 3D CNNs can be initialized using 2D weights [14]. 

 Multi-task learning has proven useful to jointly train on several datasets (loss function 

combining several soft-max layers’ outputs) [18]. 

 

On the exploitation of hand-crafted features in hybrid approaches: 

 

 Video class predictions from hand-crafted approaches are combined with the ones from 

the deep model [7]. 

 In particular, iDTs can be used to pool deep features from CNN convolutional maps [2,7]. 

 Taking advantage of human body spatial constraints [16] or interaction among subjects 

[17]. 

 

On future trends and research directions: 

 

 Towards more complex end-to-end trained models [12]. 

 Efficient recognition and detection of actions in more complex longer sequences [11,12]. 

 Early detection [15]. 
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