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Challenge on multi-modal gesture recognition and cultural event recognition 
 

•Track on Action/Interaction Recognition: 235 performances of 11 action/interaction 

categories are recorded and manually labeled in continuous RGB sequences of different 

people performing natural isolated and collaborative behaviors.  

(Japan), among others. 

http://gesture.chalearn.org/ 
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Challenge on multi-modal gesture recognition and cultural event recognition 

 

•Track on Cultural Event Recognition: More than 10,000 images corresponding to 50 

different cultural event categories will be considered. Examples of cultural events will be 

Carnival (Brasil, Italy, USA), Oktoberfest (Germany), San Fermin (Spain), Maha-Kumbh-

Mela (India) and Aoi-Matsuri (Japan), among others. 

http://gesture.chalearn.org/ 
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•Track on Action/Interaction Recognition: 235 performances of 11 

action/interaction categories are recorded and manually labeled in continuous 

RGB sequences of different people performing natural isolated and 

collaborative behaviors.  

http://gesture.chalearn.org/ 

• 235 action/interaction samples performed by 14 actors. 
• Large difference in length about the performed actions and interactions. 
• Several distracter actions out of the 11 categories are also present. 
• 11 action categories, containing isolated and collaborative actions: Wave, Point, Clap, 
Crouch, Jump, Walk, Run, Shake Hands, Hug, Kiss, Fight. There is a high intra-class 
variability among action samples. 

Overlap evaluation 
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Wave             Point            Clap             Crouch           Jump             Walk            Run 

 Shake Hands          Hug                Kiss                     Fight 

•Track on Action/Interaction Recognition: 235 performances of 11 

action/interaction categories are recorded and manually labeled in continuous 

RGB sequences of different people performing natural isolated and 

collaborative behaviors.  

Action categories 

Interaction categories 
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•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

http://gesture.chalearn.org/ 

• First dataset on cultural events  
•10.000 images corresponding to 50 cultural events. 
• Person related events. 
• High intra and inter-class variability.  
• Different cues can be exploited like garments, human poses, crowds analysis, objects and 
background scene.  
 



Human Pose Recovery and Behavior Analysis Group 

7 

•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

http://gesture.chalearn.org/ 

Inter-class variability 
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•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

http://gesture.chalearn.org/ 

Inter-class variability 

     Carnival of Dunkerque                  Carnival of Rio                             Carnival of Venice 

     Carnival of Helsinki                     Nothing Hill Carnival               Carnival of Quebec 
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•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

http://gesture.chalearn.org/ 

Inter-class variability 

     Quebec Winter Carnival                   Harbin Ice and Snow Festival 
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•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

http://gesture.chalearn.org/ 

Figure 3. Cultural events sample images.

2011-12, the number of images is similar, around 11, 000,

but the number of categories is here increased more than 5

times.

4. Protocol and evaluation

This section introduces the protocol and evaluation met-

rics for both tracks.

4.1. Evaluation procedure for action/interaction
track

To evaluate the accuracy of action/interaction recogni-

tion, we use the Jaccard Index, the higher the better. Thus,

for then action and interaction categories labeled for aRGB

sequence s, the Jaccard Index isdefined as:

Js,n =
As,n

T
Bs,n

As,n

S
Bs,n

, (1)

where As,n is the ground truth of action/interaction n at se-

quences, and Bs,n is theprediction for such an action at se-

quence s. As,n and Bs,n are binary vectors where 1-values

correspond to frames in which then− th action isbeing per-

formed. Theparticipants were evaluated based on the mean

Cultural Event Country #Images

1. Annual Buffalo Roundup USA 334

2. Ati-atihan Philippines 357

3. Ballon Fiesta USA 382

4. Basel Fasnacht Switzerland 310

5. Boston Marathon USA 271

6. Bud Billiken USA 335

7. Buenos Aires Tango Festival Argentina 261

8. Carnival of Dunkerque France 389

9. Carnival of Venice Italy 455

10. Carnival of Rio Brazil 419

11. Castellers Spain 536

12. Chinese New Year China 296

13. Correfocs Catalonia 551

14. Desert Festival of Jaisalmer India 298

15. Desfile de Silleteros Colombia 286

16. Dı́a de los Muertos Mexico 298

17. Diada de Sant Jordi Catalonia 299

18. Diwali Festival of Lights India 361

19. Falles Spain 649

20. Festa del Renaixement Tortosa Catalonia 299

21. Festival de la Marinera Peru 478

22. Festival of the Sun Peru 514

23. Fiesta de la Candelaria Peru 300

24. Gion matsuri Japan 282

25. Harbin Ice and Snow Festival China 415

26. Heiva Tahiti 286

27. Helsinki Samba Carnival Finland 257

28. Holi Festival India 553

29. Infiorata di Genzano Italy 354

30. La Tomatina Spain 349

31. LewesBonfire England 267

32. Macys Thanksgiving USA 335

33. Maslenitsa Russia 271

34. Midsommar Sweden 323

35. Notting hill carnival England 383

36. Obon Festival Japan 304

37. Oktoberfest Germany 509

38. Onbashira Festival Japan 247

39. Pingxi Lantern Festival Taiwan 253

40. Pushkar Camel Festival India 433

41. Quebec Winter Carnival Canada 329

42. Queens Day Netherlands 316

43. Rath Yatra India 369

44. SandFest USA 237

45. San Fermin Spain 418

46. Songkran Water Festival Thailand 398

47. St Patrick’s Day Ireland 320

48. The Battle of the Oranges Italy 276

49. Timkat Ethiopia 425

50. Viking Festival Norway 262

Table 3. List of the 50 Cultural Events.

Jaccard Index among all categories for all sequences, where

motion categories are independent but not mutually exclu-

sive (in a certain frame more than one action, interaction,

gesture class can be active).

In the case of false positives (e.g. inferring an action
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1. Precision/recall curve computed with precision monotonically decreasing.  
2. AP is computed by numeric integration, using the trapezoidal rule. 

Average Precision evaluation 
 
For each image, participants submit their confidence for all the categories.   

•Track on Cultural Event Recognition: More than 10,000 images 

corresponding to 50 different cultural event categories will be considered.  

Figure 4. Example of mean Jaccard Index calculation.

or interaction not labeled in the ground truth), the Jaccard

Index is0 for that particular prediction, and it will not count

in the mean Jaccard Index computation. In other words n

is equal to the intersection of action/interaction categories

appearing in the ground truth and in the predictions.

An example of the calculation for two actions is shown

in Figure 4. Note that in thecase of recognition, theground

truth annotations of different categoriescan overlap (appear

at the same time within the sequence). Also, although dif-

ferent actors appear within the sequence at the same time,

actions/interactions are labeled in the corresponding peri-

ods of time (that may overlap), there is no need to identify

theactors in the scene.

The example in Figure 4 shows the mean Jaccard Index

calculation for different instances of actions categories in a

sequence (single red lines denote ground truth annotations

and double red lines denote predictions). In the top part

of the image one can see the ground truth annotations for

actionswalk andfight at sequences. In thecenter part of the

imageaprediction isevaluated obtaining aJaccard Index of

0.72. In the bottom part of the image the same procedure

is performed with the action fight and the obtained Jaccard

Index is 0.46. Finally, the mean Jaccard Index is computed

obtaining avalue of 0.59.

4.2. Evaluation procedure for cultural event track

For the cultural event track, participants were asked to

submit for each image their confidence for each of the

events. Participants submissions were evaluated using the

averageprecision (AP), inspired in themetric used for PAS-

CAL challenges [7]. It is calculated as follows:

1. First, we compute a version of the precision/recall

curve with precision monotonically decreasing. It is

obtained by setting the precision for recall r to the

maximum precision obtained for any recall r 0≥ r .

2. Then, we compute the AP as the area under this curve

by numerical integration. For this, we use the well-

know trapezoidal rule. Let f (x) the function that rep-

resents our precision/recall curve, the trapezoidal rule

worksby approximating the region under this curveas

follows:

Z b

a

f (x)dx ⇡ (b− a)
f (a) + f (b)

2
(2)

5. Challenge results and methods

In this section we summarize the methods proposed by

the top ranked participants. Eight teams submitted their

code and predictions for the last phase of the competition,

two for action/interaction and six for cultural event. Table4

contains the final team rank and score for both tracks, and

the methods used for each team are described in the rest of

this section.

5.1. Action/Interaction recognition methods

MMLAB: This method is an improvement of the system

proposed in [13], which is composed of two parts:

video representation and temporal segmentation. For

the representation of video clip, the authors first ex-

tracted improved dense trajectories with HOG, HOF,

MBHx, and MBHy descriptors. Then, for each kind

of descriptor, theparticipants trained aGMM and used

Fisher vector to transform thesedescriptors into ahigh

dimensional super vector space. Finally, sum pooling

was used to aggregate these codes in the whole video

clip and normalize them with power L2 norm. For the

temporal recognition, the authors resorted to a tempo-

ral sliding method along the timedimension. To speed

up the processing of detection, the authors designed a

temporal integration histogram of Fisher Vector, with

which the pooled Fisher Vector was efficiently evalu-

ated at any temporal window. For each sliding win-

dow, the authors used the pooled Fisher Vector as rep-

resentation and fed it into theSVM classifier for action

recognition. A summary of this method is shown in

Figure 5.

FKIE: The method implements an end-to-end generative

approach from feature modeling to activity recogni-

tion. The system combines dense trajectories and
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Competition schedule 

The challenge was managed using the Microsoft Codalab platform. The schedule 

of the competition was as follows: 

• December 1st, 2014: Beginning of the quantitative competition, release of 
development and validation data. 

• February 15th, 2015: Release of encrypted final evaluation data and validation 
labels. Participants can start training their methods with the whole data set. 

• March 13th, 2015: Release of final evaluation data decryption key. Participants 
start predicting the results on the final evaluation data. 

• March 20th, 2015: End of the quantitative competition. Deadline for submitting 
the predictions over the final evaluation data. Deadline for code submission. The 
organizers start the code verification by running it on the final evaluation data. 

• March 25th, 2015: Deadline for submitting the fact sheets. 

• March 27th, 2015: Release of the verification results to the participants for review. 
Top ranked participants are invited to follow the workshop submission guide for 
inclusion at CVPR 2015 ChaLearn Looking at People workshop proceedings. 

http://gesture.chalearn.org/ 
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Participation 

• We created a different competition for each track, having the 
specific information and leaderboard.  

• A total of 116 users has been registered in the Codalab platform: 
– 62 for action/interaction track 

– 54 for cultural event track 

• All these users were able to access the data for the Developing 
stage, and submit their predictions for this stage. For the final 
evaluation stage, a team registration was mandatory, and a total of 
8 teams were successfully registered:  
– 2 for action/interaction track 

– 6 for cultural event track 

• Only registered teams had access to the data for the last stage. 

• The data was downloadable from the Codalab platform.  

13 
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• Both methods are based on the Improved Dense Trajectories 

• PCA is used for dimension reduction 

• The first team uses fisher vectors for action representation 

• The second team uses tracking with Kalman Filters 

• Generative vs Discriminative classifiers 
– Both strategies have been used. 

 

Action/Interaction Track

Rank Team name Score Features Dimension reduction Clustering Classification Temporal coherence Action representation

1 MMLAB 0.5385 IDT [19] PCA - SVM - Fisher Vector

2 FIKIE 0.5239 IDT PCA - HMM Appearance+Kalman filter -

Cultural Event Track

Rank Team name Score Features Classification

1 MMLAB 0.855 Multiple CNN Late weighted fusion of CNNspredictions.

2 UPC-ST 0.767 Multiple CNN SVM and late weighted fusion.

3 MIPAL SNU 0.735 Discriminant regions [18] + CNNs Entropy + Mean Probabilities of all patches

4 SBU CS 0.610 CNN-M [2] SPM [10] based on LSSVM [16]

5 MasterBlaster 0.58 CNN SVM, KNN, LR and OneVs Rest

6 Nyx 0.319 Selective-search approach [17] + CNN Late fusion AdaBoost

Table4. Chalearn LAP2015 results.

Figure 5. Method summary for MMLAB team [21].

Fisher Vectors with a temporally structured model for

action recognition based on asimplegrammar over ac-

tion units. The authors modify the original dense tra-

jectory implementation of Wanget al. [19] to avoid the

omission of neighborhood interest pointsonceatrajec-

tory is used (the improvement is shown in Figure 6).

They use an open source speech recognition engine

for the parsing and segmentation of video sequences.

Because a large data corpus is typically needed for

training such systems, images were mirrored to arti-

ficially generate more training data. Thefinal result is

achieved by voting over the output of various parame-

ter and grammar configurations.

5.2. Cultural event recognition methods

MMLAB: This method fuses five kinds of ConvNets for

event recognition. Specifically, they fine-tune Clari-

fai net pre-trained on the ImageNet dataset, Alex net

pre-trained onPlacesdataset, Googlenet pre-trained on

the ImageNet dataset and thePlaces dataset, and VGG

19-layer net on the ImageNet dataset. The prediction

scores from thesefiveConvNets areweighted fused as

final results. A summary of this method is shown in

Figure 7.

UPC-STP: This solution was based on combining the fea-

(a) (b)

Figure 6. Example of DT feature distribution for the first 200

frames of Seq01 for FKIE team, (a) shows the distribution of the

original implementation, (b) shows the distribution of their ver-

sion.

tures from the fully connected (FC) layers of two

convolutional neural networks (ConvNets): one pre-

trained with ImageNet images and a second one fine-

tuned with the ChaLearn Cultural Event Recognition

dataset. A linear SVM was trained for each of the fea-

tures associated to each FC layer and later fused with

an additional SVM classifier, resulting into a hierar-

chical architecture. Finally the authors refined their

solution by weighting the outputs of the FC classi-

fiers with a temporal modeling of the events learned

from thetraining data. In particular, high classification

scores based on visual features were penalized when

their time stamp did not match well an event-specific

temporal distribution. A summary of this method is

shown in Figure 8.

MIPAL SNU: The motivation of thismethod is that train-

ing and testing with only the discriminant regions will

improve the performance of classification. Inspired

by [9], they first extract region proposals which are

candidates of the distinctive regions for cultural event

recognition. Work [18] was used to detect possibly

meaningful regions of various size. Then, the patches

are trained using deep convolutional neural network

(CNN) which has 3 convolutional layers and pooling

layers, and 2 fully-connected networks. After training,

probability distribution for theclasses iscalculated for

every image patch from test image. Then, class proba-

Track on Action/interaction results 
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Track on Action/interaction results 

• In the case of action/interaction RGB data sequences, Improved Dense Trajectories are the 
standard action description.  

• No general rule for classifiers, generative and discriminative models used with similar results.  

• Stalled methodologies. From last challenge only fine tune has been performed, with a 
performance increment of just 3%.  
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* Wang, H., Schmid, C.: Action recognition with improved trajectories. ICCV (2013) 
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• All the teams are using at least on CNN 
– Pre-trained CNNs 

• Many late-fusion strategies  
– From the final layer of the CNN 

– Use fine-tuned features as input to classifiers 

http://gesture.chalearn.org/ 
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Track on Cultural event recognition Results 
Action/Interaction Track

Rank Team name Score Features Dimension reduction Clustering Classification Temporal coherence Action representation

1 MMLAB 0.5385 IDT [19] PCA - SVM - Fisher Vector

2 FIKIE 0.5239 IDT PCA - HMM Appearance+Kalman filter -

Cultural Event Track

Rank Team name Score Features Classification

1 MMLAB 0.855 Multiple CNN Late weighted fusion of CNNspredictions.

2 UPC-ST 0.767 Multiple CNN SVM and late weighted fusion.

3 MIPAL SNU 0.735 Discriminant regions [18] + CNNs Entropy + Mean Probabilities of all patches

4 SBU CS 0.610 CNN-M [2] SPM [10] based on LSSVM [16]

5 MasterBlaster 0.58 CNN SVM, KNN, LR and One Vs Rest

6 Nyx 0.319 Selective-search approach [17] + CNN Late fusion AdaBoost

Table 4. Chalearn LAP2015 results.

Figure 5. Method summary for MMLAB team [21].
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action recognition based on asimplegrammar over ac-

tion units. The authors modify the original dense tra-

jectory implementation of Wanget al. [19] to avoid the

omission of neighborhood interest pointsonceatrajec-

tory is used (the improvement is shown in Figure 6).

They use an open source speech recognition engine

for the parsing and segmentation of video sequences.

Because a large data corpus is typically needed for

training such systems, images were mirrored to arti-

ficially generate more training data. The final result is

achieved by voting over the output of various parame-

ter and grammar configurations.

5.2. Cultural event recognition methods

MMLAB: This method fuses five kinds of ConvNets for

event recognition. Specifically, they fine-tune Clari-

fai net pre-trained on the ImageNet dataset, Alex net

pre-trained on Placesdataset, Googlenet pre-trained on

the ImageNet dataset and thePlaces dataset, and VGG

19-layer net on the ImageNet dataset. The prediction

scores from thesefiveConvNets areweighted fused as

final results. A summary of this method is shown in

Figure 7.

UPC-STP: This solution was based on combining the fea-
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Figure 6. Example of DT feature distribution for the first 200

frames of Seq01 for FKIE team, (a) shows the distribution of the

original implementation, (b) shows the distribution of their ver-

sion.

tures from the fully connected (FC) layers of two

convolutional neural networks (ConvNets): one pre-

trained with ImageNet images and a second one fine-

tuned with the ChaLearn Cultural Event Recognition

dataset. A linear SVM was trained for each of the fea-

tures associated to each FC layer and later fused with

an additional SVM classifier, resulting into a hierar-

chical architecture. Finally the authors refined their

solution by weighting the outputs of the FC classi-

fiers with a temporal modeling of the events learned

from thetraining data. In particular, high classification

scores based on visual features were penalized when

their time stamp did not match well an event-specific

temporal distribution. A summary of this method is

shown in Figure 8.

MIPAL SNU: The motivation of this method is that train-

ing and testing with only the discriminant regions will

improve the performance of classification. Inspired

by [9], they first extract region proposals which are

candidates of the distinctive regions for cultural event

recognition. Work [18] was used to detect possibly

meaningful regions of various size. Then, the patches

are trained using deep convolutional neural network

(CNN) which has 3 convolutional layers and pooling

layers, and 2 fully-connected networks. After training,

probability distribution for the classes iscalculated for

every image patch from test image. Then, class proba-
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• In the case of Cultural Event Recognition, all teams use only 
CNN for description. 

• Not enough images for CNN training, pre-trained CNNs used. 

• Different methodologies for CNN fusing. 
– Ad-hoc methodologies addressed to solve the problem 

• No new methodologies applied 
– No specific methods to take advantage of the different available 

cues. 

• 85% of average precision obtained. There is still room for 
improvement. 
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Track on Cultural event recognition Results 
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• Hard classes 

 

 

 

 

 

 

 

• Easy classes 
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   Boston Marathon    Carnaval of Venice   Desf. Silleteros  Oktoberfest             Batle of Oranges  

  Chinese New Year      Falles      Infiorata Genzano   Maslenitza                       Nothin Hill Carn. 

Track on Cultural event recognition Results 
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• No colour cue used may be the reason for bad results on classes like Tomatina 
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Thank you and hope to see you in our next event! 
 
ChaLearn LAP challenges and news: 
http://gesture.chalearn.org/   
 
Send us en email if you want to be included in our 
ChaLearn LAP mailing list: 
mmgesture@chalearn.org 
 

http://gesture.chalearn.org/ 
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