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Facial Expression Analysis of Neurologically
Impaired Children

Ciprian A. Corneanu

Abstract

Facial expressions are among the most important non-verbal communication channels we use in social contexts. Mental
states, emotions, attitudes, verbal communication highlighters, mood or personality are recognized by humans even in challenging
illumination conditions or on considerably occluded faces. Building an automatic facial expression system could have great impact
on the way we communicate with machines, on how creative or retail industries work, or on raising quality and optimizing costs in
health care. We propose here an analysis of predesigned and learned representations of faces for automatically recognizing facial
expressions of primitive emotional states from RGB video. This work constitute the first phase of a joint research programme that
aims on developing new ways for assessing neurologically impaired patients progress during a specially designed rehabilitation
process. Evaluation of the two methods is performed on a very well known public dataset and quantitative and qualitative results
are discussed and compared with the state of the art.
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I. INTRODUCTION

FACIAL expressions (FE) are vital signaling systems of affect, conveying cues about mood, personality, cognitive and
emotional state of persons. Together with language, hands and posture of the body, they form a fundamental communication

system between humans in social contexts. FE analysis is an interdisciplinary domain standing at the crossing of behavioral
science, neurology, and artificial intelligence.

Studies of the face were greatly influenced in premodern times by popular theories of physiognomy and creationism.
Physiognomy assumed that a person’s character or personality could be judged by their outer appearance, especially the face
[1]. Leonardo Da Vinci was one of the first to refute such claims stating they were without scientific support [2]. In the 17th
century in England, John Buwler studied human communication with particular interest in the sign language of persons with
hearing impairment.

Fig. 1. In the 19th century, Duchenne de Boulogne conducted experiments on
how FEs are produced. From [3].

His book Pathomyotomia or Dissection of the significant
Muscles of the Affections of the Mind was the first consistent
work in the English language on the muscular mechanism of
FE [4]. About two centuries later, influenced by creationism,
Sir Charles Bell investigated FE as part of his research on
sensory and motor control. He believed that FE was endowed
by the Creator solely for human communication. Subse-
quently, Duchenne de Boulogne conducted systematic studies
on how FEs are produced [3]. He published beautiful pictures
of sometimes strange FEs obtained by electrically stimulating
facial muscles (see Figure I). About in the same historical
period, Charles Darwin firmly placed FE in an evolutionary
context [5]. This marked the beginning of modern research
of FEs. More recently, important advancements were made
through the works of researchers like Carroll Izard and Paul
Ekman who inspired by Darwin performed seminal studies
of FE in psychology [6], [7], [8].

As the field matured, the natural idea arose of automatically analyzing captured images of FEs with the goal of building
socially aware systems. The first work on automatically analyzing FEs was published in 1978 [9]. Mostly because of poor
face localization and registration algorithms and limited computational power, the subject received little attention throughout
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the next decade. [10] and [11] marked a revival of this research topic at the beginning of the nineties. In Figure 3 the most
important moments in the history of automatic FE analysis are illustrated in chronological order. The interested reader can
also refer to some influential surveys of these early works [12], [13], [14].

This paper presents preliminary work conducted for Neurochild, a joint research project that aims to develop a facial
expression framework for assessing patient progress during rehabilitation sessions. In Section II general considerations about
the inference of affect from FEs and existing commercial applications are presented. Section III describes the modules an
automatic FE recognition system should contain followed by a compilation of related published research in Section IV. Section
V introduces the Neurochild project. Sections VI and VII describe the developed methods and obtained results, respectively.
Finally Section VIII concludes the paper.

II. INFERRING AFFECT FROM FES AND ITS APPLICATIONS

Depending on context FEs can have many different communication functions. It can regulate conversations by signaling to
others when talking, it can express intensity of cognition as people furrow when they concentrate on a particular problem, it is
used for speech illustration to underline particular words and ideas or it can signal emotion. By far the most studied function
of FEs is the ability to signal the emotional state of a person.

1) Describing affect: Attempts of describing human emotion mainly fall into two categories: the categorical description and
the dimensional description.

Categorical description of affect. Classifying emotions into a set of distinct classes which are easy to recognize and
describe in daily language has been for long one of the most used ways of describing affect in psychology. Influenced by the
research of Paul Ekman [7], [15] a dominant view upon affect is based on the underlying assumption that humans universally
express a set of discrete primary emotions which include happiness, sadness, fear, anger, disgust, and surprise (see Figure II-1).
Mainly because of its simplicity and its universality claim, the universal primary emotions hypothesis has been extensively
exploited in affective computing. Almost all research trying to detect affect of people from FEs is based on this fundamental
assumption.

Fig. 2. Primary emotions expressed on the face. From left to right: disgust,
fear, joy, surprise, sadness, anger. From [16].

Dimensional description of affect. A popular approach
is to place a particular emotion into a space having a limited
set of dimensions [17], [18], [19]. These dimensions include
valence, activation, and control or power. Due to the higher
dimensionality of such descriptions they potentially can
describe more complex and subtle emotions. Unfortunately,
the richness of the space is more difficult to use for automatic
recognition systems because it can be challenging to link
such described emotion to a FE. In this way, depending on
context the same FE can be interpreted as fear or anger, for
example. Usually automatic systems based on dimensional representation of emotion simplify the problem by dividing the
space in a limited set of categories like positive vs negative or quadrants of the 2D space [20].

2) An evolutionist approach to FE of affect: At the end of the 19th century Charles Darwin wrote The Expression of the
emotion in Man and Animals, which largely inspired the study of FE of emotion. Darwin proposed that FEs are the residual
actions of more complete behavioral responses to environmental challenges. Constricting the nostrils in disgust served to reduce
inhalation of noxious or harmful substances. Widening the eyes in surprise increased the visual field to see an unexpected
stimulus. Darwin emphasized the adaptive functions, primarily physiological, of FEs.

More recent evolutionary models have come to emphasize their communicative functions [21]. [22] proposed a process of
exaptation in which adaptations (such as constricting the nostrils in disgust) became recruited to serve communicative functions.
Expressions (or displays) were ritualized to communicate information vital to survival. In this way, two abilities were selected
for their survival advantages. One was to automatically display exaggerated forms of the original expressions; the other was
to automatically interpret the meaning of these expressions. From this perspective, disgust communicates potentially aversive
foods or moral violations; sadness communicates request for comfort. While controversy exists about one or another aspect of
evolutionary accounts of FE [23], strong evidence exists in their support. Evidence includes universality of FEs of emotion,
physiological specificity of emotion, and automatic appraisal and unbidden occurrence [24], [25], [26].

Universality. There is a high degree of consistency in the facial musculature among peoples of the world. The muscles
necessary to express primary emotions are found universally [27], [28], [29], and homologous muscles have been documented
in non-human primates [30], [31], [32]. Similar FEs in response to species-typical signals have been observed in both human
and non-human primates [33].

Physiological specificity. Physiological specificity appears to exist as well. Using directed facial action tasks to elicit basic
emotions, Levenson and colleagues [34] found that HR, GSR, and skin temperature systematically varied with the hypothesized
functions of basic emotions. In anger, blood flow to the hands increased to prepare for fight. For the central nervous system,
patterns of prefrontal and temporal asymmetry systematically differed between enjoyment and disgust when measured using
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Fig. 3. Historical evolution of FE analysis.

Fig. 4. Modules of an automatic system for recognizing facial expressions.

FACS [35]. Left-frontal asymmetry was greater during enjoyment; right frontal asymmetry was greater during disgust. These
findings support the view that emotion expressions reliably signal action tendencies [36], [37].

Recognition. Numerous perceptual judgment studies support the hypothesis that FEs are interpreted similarly at levels well
above chance in both Western and non-Western societies. Even critics of strong evolutionary accounts [38], [39] find that
recognition of FEs of emotion are universally above chance and in many cases quite higher.

Subjective experience. While not critical to an evolutionary account of emotion, evidence exists as well for concordance
between subjective experience and FE of emotion [40], [41]. However, more work is needed in this regard. Until recently,
manual annotation of FE or facial EMG were the only means to measure FE of emotion. Because manual annotation is labor
intensive, replication of studies are limited.

In summary, the study of FE initially was strongly motivated by evolutionary accounts of emotion. Evidence has broadly
supported those accounts. However, FE more broadly figures in cultural bio-psycho-social accounts of emotion. Facial expression
signals emotion, communicative intent, individual differences in personality, and psychiatric and medical status, and helps to
regulate social interaction. With the advent of automated methods of FE analysis, we are poised to make major discoveries in
these areas.

A. Applications

A series of applications derive from the ability to automatically infer affect from FEs. Examples of such applications already
explored in research are detection of truthfulness or potential deception which can be used during police interrogations or for
providing hiring information to the human resource departments of companies [42], building socially aware systems for HCI
applications [43], [44] or pain detection for monitoring patient progress in clinical settings [45], [46].

In recent years new methods based on deep neural networks and availability of huge amounts of data have opened the
possibility for successful commercial applications. Emotient, a company based in California sells an API which detects and
tracks primary expressions, overall positive and negative emotions and blended composites of multiple emotions. They also
provide gender and micro-expressions recognition. IntraFace [47] provides comparable functions for non-commercial users.
Affectiva, a Massachusetts based start-up, claims having gathered more than 1 billion frames of spontaneous FEs from over 2
million face videos worldwide to date. They avow to detect six primary emotions, provide discrete metrics for attention and
confusion and continuous metrics including valence and expressiveness. An European company, RealEyes, conducts similarly
large-scale internet-based assessments of viewer reactions to ads and related material. IMRSV, produces an app capable of
analyzing multiple FEs on the same image. They also classify age in 4 groups: Child, Young Adult, Adult, Senior. Most of
these commercial applications are targeted to marketing purposes where, for instance, an ad producer wants to optimize an
advertisement or movie trailer according to viewer reactions.

III. BUILDING AN AUTOMATIC FEA SYSTEM

In this sections the main components of an automatically FE analysis system is presented. Usually such a system is composed
of four fundamental parts: face localisation, registration, representation (feature extraction) and expression recognition (see
Figure 4). For the final expressions recognition module two additional topics have to be discussed. First, a parametrization
system for FE should be defined in order to express FE in terms of its primitive components (see Section III-F). Second,
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we perform a comparative analysis of the datasets on which the learning phase of the recognition method is performed (see
Section III-G).

A. Face localization

Face localization consists on locating image regions corresponding to faces, and is the first required step towards FE analysis.
Detection approaches consist on locating the faces present in the data, obtaining their bounding box or geometry. Segmentation
assigns a label to each pixel, face or non-face.

For RGB images, Viola&Jones [48] is still one of the most used face detection algorithms [49], [50]. It consists of a cascade
of AdaBoost classifiers, with each step rejecting a series of face candidates based on difference-of-intensity features over
rectangular regions. While the detector must be applied at each candidate location and scale, its cascaded nature and the use
of integral images to compute the region intensities allows for the rapid rejection of most candidates. In [50], it is argued that
Viola&Jones has its limitations; because it is essentially a 2D face detector, it can generalize only within the pose limits of
its training set. Also, large occlusions will impair its accuracy, and large pose variations in the training set will introduce a
higher false positive rate. It is, however, possible to train multiple cascades for faces with different poses with this method, as
well as cascades for individual facial features.

Improvements over the Viola&Jones method include using a decision tree to make a rough estimation of the pose before
applying the corresponding Viola&Jones detector [51]. While this approach allows for a fast, pose-invariant face detection, its
accuracy is subject to the initial pose estimation step. In [52], a cascaded detector using Real AdaBoost is learned for each
pose which estimates the probability of the considered region containing a face instead of performing a binary classification.

Other approaches include Convolutional Neural Networks (CNN) [53], [54] and Support Vector Machines (SVM) applied
over HOG features [55]. While the later achieves a lower accuracy compared to the Viola&Jones method, the CNN approach
in [54] allows for comparable accuracies while both performing detection over a wide range of poses and estimating head
pose. Furthermore, the network is capable of performing face detection at 5 frames per second over webcam-resolution images
with a Pentium 4.

Regarding face segmentation, early works usually exploit color and texture information along with ellipsoid fitting [56],
[57], [58]. In [59] the scene is also clustered by using color information, afterwards cleaning the image by eliminating gaps in
the clustering and wrongly detected background objects. Some works use segmentation as a means to reduce the search space
before applying face detection approaches [60]. On the contrary, the Face Saliency Map (FSM) of [61] fits a geometric model
of the face and performs a boundary correction procedure to improve the final segmentation.

B. Registration

Once the face is detected, fiducial points (aka. landmarks) are located. This step is necessary in many RGB FE recognition
approaches due to the need of performing normalization (aka. frontalization) of the head pose.

Active Appearance Models (AAM) [62] is one of the most used methods for RGB face alignment. It is an extension of the
Active Shape Models (ASM) [63] which encodes both geometry and intensity information of the facial region, being less prone
to local minima during alignment. In its basic RGB formulation, the accuracy of AAM diminishes rapidly for faces with pose
differences beyond 20 degrees from the frontal view [50]. This problem can be partially offset by extending the model to the
3D case [64], but this makes alignment much slower due to the impossibility of decoupling shape and appearance fitting. This
problem is partially circumvented in [65] by using both a RGB and 3D model. The RGB model is fit to the image, using the
3D one to restrict its shape variation. Another possibility is to generate a RGB model from 3D data [66] through a continuous
and uniform sampling of the shape rotations.

The real-time method of [67] uses Conditional Regression Forests (CRF) over a dense grid of facial patches, extracting
both intensity features and Gabor wavelets at each patch. Each tree casts a vote for each landmark location given a specific
patch, using the average of all trees to give a final estimation. Two super real-time methods that recently have received special
attention are based on regressing the shape through a cascade of linear regressors. The Supervised Descent Method (SDM)
[68] is based on aligning an initial shape estimate by applying a cascade of regressors predicting the displacements between
the current landmark estimates and the target location. Each regressor uses simplified SIFT features extracted at each landmark
estimate. In [69], a similar approach is followed, but a larger, highly sparse binary feature vector is used. The feature vector
is extracted through a forest of binary decision trees, using a difference-of-pixels threshold at each tree node. In a similar
fashion, [70] uses fern regressors instead of linear ones. In [71] a dense 3D model is aligned to a 2D image through a cascade
of linear regressors. Similarly to SDM, it follows a cascaded regression approach to adjust the shape and pose parameters of
the model. For a thorough review on 2D face alignment approaches, the reader is referred to [72].

C. Representation

Representation of a RGB FE is done through extracting features which can be be divided into two main groups: appearance
and geometrical. Appearance features use the intensity information of the image, while geometrical ones measure distances,
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deformations, curvatures and other geometric parameters of the face. These two categories are further divided into global
and local, where global features extract information from the whole facial region, and local features from specific regions of
interest. Features can also be split into static and dynamic, with static features describing information from a single frame and
dynamic ones including the temporal dimension.

Global geometric RGB features are either based on tracking specific fiducial points or detecting contours of facial components
like the mouth, eyes or nose. For the static case, [73] uses the distances between fiducial points. Other methods [74], [75] use
the deformation parameters of a mesh model.

In [76] and [77] Motion Units (MU) are used to describe the landmark displacements between consecutive frames. By
detecting edges instead of landmarks, a more comprehensive geometrical description can be built. This is done in [78], [79],
where Active Contours are used to fit the eyebrows and mouth shapes, afterwards using Facial Animation Parameters (FAP)
in order to describe the dynamics of the expression.

Although geometrical features are effective for describing FEs, they fail to detect more subtle characteristics of the face like
wrinkles, furrows or skin texture changes. Appearance features are more stable to noise, opening the possibility to detect a
more complete set of FEs, being particularly important for detecting micro-expressions.

Regarding global appearance features for the analysis of single images, a bank of Gabor filters is used in [80], [81], [82]
to describe the whole facial patch. In [83] Gabor filters are applied only to the vertices of a grid deformed to match the face
geometry. Local Binary Patterns (LBP) are extracted at each cell of a grid covering the face in [84], afterwards extracting an
histogram from each cell LBP and concatenating them into a feature vector. In [85] texture and geometry are described both
through appearance features. Local Phase Quantization (LPQ), a descriptor based on Local Binary Patterns (LBP), is used
to describe the texture, while Pyramids of Histograms of Gradients (PHOG) describe the geometry by extracting a pyramid
of HOG histograms from the image after applying a canny edge detector. [86] presents an approach called Graph-Preserving
Sparse Non-negative Matrix Factorization (GSNMF). The approach consists on finding the closest match to a set of base
images to classify the test image into a primary emotion class. This approach is improved in [87], where Projected Gradient
Kernel Non-negative Matrix Factorization (PGKNMF) is proposed. [88] uses a combination of PHOG and Multi-Scale Dense
SIFT (MSDF) to describe single frames. In [89] the facial region is divided by a grid, applying a bank of Gabor filters at each
cell and encoding them radially by calculating the mean intensity of each Gabor feature map at each bin of the grid.

In [90] a dynamic global appearance descriptor is used, Local Binary Pattern histograms from Three Orthogonal Planes
(LBP-TOP), an extension of LBP computed over three orthogonal planes at each bin of a 3D volume describing the RGB
and Temporal information. In [91], a combination of CNN, HOG and SIFT features are first extracted at each frame. The
two first are extracted from an overlapping grid over the face, while CNN are used to extract features from the whole facial
region. These are evaluated independently over time and embedded into Riemannian manifolds. [88] uses a combination of
LBP-TOP and Local Phase Quantization from Three Orthogonal Planes (LPQ-TOP), a descriptor similar to LBP-TOP but
more robust to blur. Optical flow is used in [92] to estimate the facial motion between frames, removing displacement and
rotation motions. [93] proposes two motion estimation approaches for feature extraction: Motion History Images (MHI) and
Free-Form Deformations (FFD).

In [94] a local approach is used to describe the appearance of individual frames, where the mouth region is first located
relative to the eyes region. An array of cells is spread across the mouth, extracting the Mean intensity from each one. Non-
linear patch-based features are extracted in [95] through Deep Belief Networks (DBN), in a joint feature learning, selection
and classifier training process. Differently from conventional deep learning, in this work each DBN describes a single patch,
later using the information as a weak classifier in a boosted approach.

Based on the observation that some AU are better detected using geometrical features and others using appearance features,
it was suggested that probably a combination of the two would increase recognition performance [96], [97], [93]. In [96] a
combination of Multi-state models and Canny edge detection is used to detect 18 different AU on the upper and the lower
parts of the face. [98] Uses a combination of global geometry features and local appearance features to analyze individual
images. For appearance, it extracts a HOG histogram centered at the barycenter of a triangle specified by three facial landmarks.
Afterwards it combines it with global geometric features: landmark distances and angles.

A combination of geometrical and appearance features is used in [98] to model expression variations between two frames.
Displacement between landmarks and the pixel intensity difference between pixels at the barycenter defined by three landmarks.

D. Multimodal approaches

Many works in the literature have considered multimodality for recognizing expressions, either by considering different kinds
of visual modalities or by using other sources of information (e.g. audio or physiological data). These works can be grouped
into two main categories, early and late fusion, depending on whether the different modalities are merged at the feature level
or after applying expression recognition, at the decision level [99]. A sequential use of modalities is also considered by some
multimodal approaches. Both early and late fusion approaches have their advantages and drawbacks [99], [100]. Early fusion
can directly exploit correlations between features of different modalities, and is specially useful when sources are synchronous
in time. However, it forces the classifier/regressor to work with a higher-dimensional feature space, increasing the likelihood
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of over-fitting. On the other hand, late fusion is usually considered for asynchronous data sources, and while it cannot exploit
correlations between modalities, it can be trained on datasets specific to the modality, increasing the amount of available data.

Regarding early fusion, [100] proposes the combination of 2D facial and body gesture information by concatenating the
feature vectors of both modalities and afterwards performing feature selection using a best-first search algorithm.

Early fusion has been widely studied for the 2D video and speech modalities. In [101] Sequential Backward Selection (SBS)
is used to fuse the data. This method starts with the full set of features and iteratively removes the least significant one. [102]
uses plain early fusion, concatenating the feature vectors of both modalities. Because of a low-dimensionality representation
at each modality, no feature selection is required. In [103] a Bayesian Network is used to infer the emotional state from both
modalities, giving the system flexibility to missing data and allowing for the reinforcement of the beliefs of each modality
through the use of information from the other. A probabilistic inference model is also used in [104], where a Multi-stream
Fused HMM (MFHMM) is used to model synchronous information on both modalities, taking into account the temporal
component. This method detects seven primary emotions and four cognitive states. In [105] early fusion is applied to the 2D
video, gesture and speech modalities, both for pairs of modalities and for all of them. In order to perform fusion, different
subsets are evaluated by using 10-fold cross-validation. In [106], these modalities are fused by selecting the most discriminative
features through an Analysis Of Variance (ANOVA).

Late fusion of 2D video and speech has also been widely studied. One of the first works [107] used the Weight criterion,
a technique performing a weighted sum of the posterior probabilities at each class, selecting the class with the highest output
value. The weights are selected by studying the human performance on each modality. In [100] three different late fusion
techniques are evaluated: The Product rule, Sum rule and Weight criterion. The Product rule consists on multiplying the
posterior probabilities of each classifier, selecting the highest resulting score. The Sum rule, also used in [91], uses the sum
of class probabilities. The same fusion techniques are used in [101], with the addition of the Maximum rule, which directly
selects the maximum of all posterior probabilities. In [108] a Rule-based approach is used, where a dominant modality is
selected for each primary emotion according to their relative performance. The output of the dominant modality is selected in
case of disagreement. A Fuzzy Inference System (FIS) is used in [109] to represent emotions in a 4-dimensional output space,
where dimensions represent arousal, valence, power and expectancy. Deep learning techniques are also used for late fusion.
[110] proposes Deep Belief Networks (DBN) and evaluates four architectures with 2 and 3 layers and with/without feature
selection. Information Gain is used for supervised feature selection.

In [111] three data modalities are considered for distinguishing between five emotional states: Speech, RGB and infrared
images. For speech a HMM approach is used for detection, while NN are used for both RGB and infrared images. The Weight
criterion is used to merge the classifier outputs. Late fusion for 2D facial, gesture and speech information is considered in
[112]. Three approaches are studied: the Sum rule, SVM classifiers with an RBF kernel, and the Weight criterion with a random
search of the weights. The later approach obtains the best results.

Sequential multimodality is an technique that avoids fusion by applying the different modalities in sequential order. It uses
the results of one modality to disambiguate those of another when needed. Few works use this technique, being an example
[113], a rule-based approach that combines 2D facial and speech information. The method first uses acoustic features to
distinguish which possible emotions are displayed, afterwards disambiguating the results by using RGB features.

E. Recognition

FE recognition can be divided into two main groups depending on how the target expressions are defined: categorical and
continuous models [114]. In the categorical case there is a predefined set of expressions. Commonly for each one a classifier
is trained, although other ensemble strategies could be applied. Some works attempt to detect the six primary expressions [81],
[75], [74], while others try to detect expressions of pain, drowsiness and adult attachment [115], [116], [45], or indices of
psychiatric disorder [117], [118].

In the continuous case, FEs are represented as a feature vector in a multidimensional space, defining the expressions
themselves in an unsupervised fashion [20].

The advantages of this second approach are the ability to represent subtle expressions, which can be a mix of primary
expressions, and the ability to automatically define the expressions. Many continuous models are based on the activation-
evaluation space. In [119], a Recurrent Neural Network (RNN) is trained to predict the real-valued position of an expression
inside that space, while in other cases [120] a coarser approach is taken, considering each quadrant as a class, along with a
fifth neutral target, and training a RNN to perform classification.

Expression recognition methods can also be grouped, depending on the data modality, into static and dynamic models. Static
modeling evaluates each frame independently, making use of classification techniques such as Neural Networks [121], [96],
Support Vector Machines (SVM) [80], [81], [75], [122], [123], [124], [125], SVM committees [126] and Random Forests
(RF) [98]. In [89] k-Nearest Neighbors (kNN) is used first to classify local patches independently, and, after performing a
dimensionality reduction through PCA and FLD, to classify the local kNN outputs to obtain a global expression classifier.

More recently, deep learning architectures have been used to automatically perform feature extraction along with learning.
These approaches often use pre-training [127], an unsupervised layer-wise training step that allows for much larger, unlabeled
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datasets to be used. Convolutional Neural Networks (CNN) are used in [128], [129], [130], [112], [131]. [132] proposes
AU-aware Deep Networks (AUDN), where a first convolutional plus pooling step extracts an over-complete representation of
expression features, from which Receptive Fields (RF) map the relevant features for each expression. Each RF is fed to a DBN
to obtain a non-linear feature representation, using an SVM to detect each expression independently. In [95] a two-step iterative
process is proposed to train Boosted Deep Belief Networks (BDBN) where eacn DBN learns a non-linear feature from a face
patch, jointly performing feature learning, selection and classifier training. [133] uses a Deep Boltzmann Machine (DBM) to
detect FEs from thermal images. Regarding 3D data, [134] transforms the facial depth map into a gradient orientation map
and performs classification using a CNN.

Dynamic modeling takes into account a sequence of frames, modeling the evolution of the expression over time. Usually
dynamic Bayesian Network techniques such as Hidden Markov Models (HMM) [76], [79], [93], [135], [136], [137], [138],
[78], Naive Bayes (NB) [76], [77], [74] and Variable-State Latent Conditional Random Fields (VSL-CRF) [139] are used.
In other cases [140], [141], hand-crafted rules are used to evaluate the current frame expression against a reference frame
from the same sequence. In [98] the transition probabilities between FEs given two frames are first evaluated with RF. The
average of the transition probabilities from previous frames to the current one, and the probability for each expression given
the individual frame are averaged to predict the final expression. Other approaches classify each frame independently, using the
consensus over the sequence to determine the final expression. For instance, [94] uses SVM for individual frame classification
and averages the classification results over the sequence.

In [74], [142] an intermediate approach is proposed, where motion features between contiguous frames are extracted from
interest regions, afterwards using static classification techniques. [91] encodes statistical information of frame-level features
into Riemannian manifolds, and evaluates three approaches to classify the FEs: SVM, Logistic regression (LR) and Partial
Least Squares (PLS).

To the best of our knowledge, so far no work has attempted to develop a continuous model for FE recognition which makes
use of dynamic information.

F. Parameterization of FEs

The most well known parametrization schemes for facial expressions are the Facial Action Coding System (FACS) and the
Face Animation Parameters (FAP).

among the two, FACS is by far the most used parametrization scheme. It was first developed in 1978 [143] and later extended
[144]. The FEs are coded in Action Units (AU). AUs are defined by the contraction of either a specific facial muscle or of
a set of facial muscles (see Figure 5). FACS also provides the rules for visual detection of AUs and their temporal segments
(onset, apex, offset). For relating FEs to emotions, Ekman and Friesen later developed the EMFACS (Emotion FACS), which
scores facial actions relevant for particular emotion displays [145].

FAP is now part of the MPEG4 standard and is used for synthesizing FE for animating virtual faces. Its coding scheme is
based on the position of key feature control points in a mesh model of the face. Other less used parametrization schemes are
the Fast Action Sorting technique (FAST), the Maximally discriminating movement coding system (MAX) and the Affective
Expressions Scoring System (AFFEX). Facial Electromyography (EMG) may also be used to measure FE. Readers can refer
to [146], [147], [148] for an in depth analysis of these and related schemes.

G. FE datasets

While the first datasets for FE analysis were capturing still FEs, usually with frontal views under homogeneous illuminations
contexts, later datasets tried to overcome such limitations. Dataset development was highly correlated with the emergence of
new methods capable of detecting FEs in challenging scenarios. Ideally a robust method should be capable of detecting as
many different FEs as possible in non-lab conditions. The recognition should be robust under different head poses, occlusions
and illumination contexts. In Figure 6 we illustrate some of the most important datasets while in Table I the reader can refer
to a complete list of datasets and their characteristics.

One of the first important datasets made public was the Cohn-Kanade (CK) [149], later extended into what was called the
CK+ [150]. The first version is relatively small, consisting of posed primary FEs. It has limited gender, age and ethnic diversity
and contains only frontal views with homogeneous illumination. In CK+, the number of posed samples was increased by 22%
and spontaneous expressions were added. Another historically important dataset is JAFFE, which contains a small number of
samples from FEs expressed by Japanese subjects. It was the first dataset to include non-Caucasians. A major improvement
over the CK dataset was made by Pantic et al. in 2006 with the compiling of the MMI dataset [73]. Its main contributions
were the addition of profile views and inclusion of not only the primary expressions but most of the AU of the FACS system.
It also provided improved dynamic labeling including onset, apex and offset labels. Multi-PIE [152] increases the variability
by including a very large number of views at different angles and diverse illumination conditions. GEMEP-FERA is a subset
of the emotion portrayal dataset GEMEP, specially annotated using FACS. It was used for benchmarking purposes at the first
Facial Expression Recognition and Analysis Challenge in 2011 [156]. CASME [157] is an example of a dataset containing
micro-expressions. A more recent contribution is the Toronto Face Dataset (TFD) [158] where samples from many other
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Fig. 5. Action units in FACS. Reprinted from [16].

(a) CK&CK+ (b) MMI

(c) Multi-PIE (d) SFEW

Fig. 6. FE datasets. (a) The CK [149] dataset (top) contains posed exaggerated expressions. The CK+ [150] (bottom) extends CK by introducing spontaneous
expressions. (b) MMI [151], the first dataset to contain profile views. (c) MultiPIE [152] has multiview samples under varying illumination conditions. (d)
SFEW [153], an in the wild dataset. (e) Primary FEs in Bosphorus [154], a 3D dataset. (f) KTFE [155] dataset, thermal images of primary spontaneous FEs.
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TABLE I
A NON-COMPREHENSIVE LIST OF FE DATASETS PRESENTING THE MOST IMPORTANT CHARACTERISTICS ABOUT CONTENT, CAPTURE MODALITY AND SUBJECTS.

CK+ MPIE JAFFE MMI RU FACS AR CASME DISFA TFD AFEW SFEW AMFED

C
on

te
nt Intention Posed • • • • • •

Spontaneous • • • • • • • • •

Expression Type
Micro •

Primary • • • • • • •
AU • • • • •

C
ap

tu
re

Temporality Static • • • • •
Dynamic • • • • • • • •

Environment Lab • • • • • • • • •
Non-Lab • • •

Multiple Perspective • • • • • • •
Multiple Ilummination • • • • • •

Occlusions • • • • •

Su
bj

ec
ts

N 201 337 10 75 100 116 35 27 - 220 68 5268

Ethnic Diverse Yes • • • • • • • •
No •

Gender Male 31% 70% 100% 50% - 46% 37% 44% - - - 58%
Female 69% 30% 0% 50% - 54% 63% 56% - - - 42%

Age 18-50 µ = 27.9 - 19-62 18-30 - µ = 22 18-50 - 1-70 - -

previous datasets were normalized and stored. Because of its much larger variability, the design of more robust FE analysis
systems applicable to real-world scenarios is possible.

A limitation of other RGB datasets is the lack of FE with different intensity levels. For the DISFA dataset [159] participants
were recorded while watching a video for inducing emotional states. Their facial behavior was imaged using a high-resolution
stereo-vision system at 20 fps under uniform illumination. For each participant, 4845 video frames were recorded. 12 FACS-AU
were coded for each video frame on a 0 (not present) to 5 (maximum intensity) scale [159].

While previous RGB datasets record FEs in controlled lab contexts, the Acted Facial Expressions In The Wild Database
(AFEW) [160] contains faces in realistic environments extracted from movies. It has 957 videos labeled with six primary
expressions and dynamic information. It is searchable and has multiple labeled subjects in the same frame. Static Facial
Expressions in the Wild (SFEW) has been developed by selecting frames from AFEW. For showing performance on in the
wild FEs [153] applied two methods on the SFEW, Multi-PIE and JAFFE datasets. The methods are based on two descriptors,
an extension of LBP, Local Phase Quantisation (LPQ) which is more invariant to blur and illumination and the Pyramid of
Histogram of Oriented Gradients (PHOG). In both cases accuracy on the SFEA is significantly lower showing the difficulty
of recognizing FEs in the wild. Affectiva-MIT Facial Expression Dataset (AMFED) [161] is another in the wild dataset. It
contains spontaneous FEs recorded in natural settings over the Internet. Metadata consists of frame by frame FACS labelling,
the location of 22 facial landmarks and self reporting of affective state.

IV. RELATED WORK

We present here a list of the most influential methods in FE analysis from RGB in the modern era of the field (after 2001).
This is by no means a comprehensive survey. For a relatively recent comprehensive survey please refer to [49].

In [96] a combination of Multi-state Models and the Canny edge detector is used to feed 2 NNs for recognizing AUs of the
upper and lower face, respectively. It was one of the first papers to combine geometrical and appearance features. Research
suggests [93], [97] this would give higher performance as some AUs are better detected by using geometrical features and
others by using appearance features.

Bayesian classifiers to detect static FEs and HMMs or Multi-level HMM (each level for a specific expression) for dynamic
FEs recognition are used in [76]. It is one of the first published works that attempted to perform a recognition of dynamic
FEs. Later, [73] made important advancements on this path by introducing profile views and recognition of temporal segments
(onset, apex, offset). In [81] a comparison of different machine learning methods for recognition of dynamic FEs was made.
Feature extraction was done using Gabor Filters and then boosted with AdaBoost. Several methods were compared, including
SVM and LDA, on different training sets. Top performance of 93.3% was achieved by SVM on the CK dataset.

While the vast majority of methods use FACS for parameterizing the face, [79] used the FAP parametrization system. Active
Contours trained Multi-stream HMM which are able to model the generation of multiple observation sequences. The best
recognition performance achieved was 93.66%, a significant improvement to the 84% from [78] which utilizes Single-stream
HMMs and uses the same facial features, training procedure and the same dataset.

Optical flow, a less common feature, was used by Anderson et al. to compare performance between Multilayer Perceptron
(MLP) and SVM. 81.82% recognition rate was obtained with the MLP slightly outperforming SVM for which 80.52% was
obtained. [73] improved dynamic FE analysis (a former significant attempt of dynamic facial recognition was done by [76]).
Based on the observation that there are AUs visible only from profile they introduced profile view detection and detected 27
different AUs, not only the six primary expressions used by most previous methods.

In [75] a Candide Facial Grid is used in combination with a KLT tracker to train SVM classifiers. The geometrical
displacement of certain selected Candide nodes is used as an input to a novel Multi-class SVM system of classifiers, that
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are used to recognize either the six primary FEs or a set of chosen AUs. In [74] a spontaneous FE recognition system was
proposed. A PBVD tracker with 16 surface patches [162] was used to train many different classifiers and a comparison
between performance on spontaneous and posed FEs was tested. Results for the authentic dataset outperform the ones for the
CohnKanade dataset. Overall, kNN with k=3 produced 95.57% recognition rate of spontaneous expressions.

Another comprehensive comparative study based on LBPs was published in [84]. Several classification methods like template
matching, SVM, LDA with NN and Linear programming are tested. A comparison with Gabor wavelets was done and a boosted
version of the algorithm (AdaBoost) was applied. Boosted LBP and SVM produced top performance namely 89.14% on average
for classification in 7 classes (six primary expressions plus neutral). In [93] an extended version of MHI and a method based
on Non-rigid Registration using Free-Form Deformations (FFD) are used. From the extracted motion, representation motion
orientation histogram descriptors were derived in both the spatial and temporal domain. A combination of static GentleBoost
ensemble learners and dynamic HMMs detects the presence of an AU and its temporal segments in an input image sequence.
When tested for recognition of 27 AUs, occurring alone or in combination, an average accuracy of 89.2% was obtained with
the MHI and of 94.3% with the FFD. The generalization performance of the FFD method was tested using the CK dataset.

When taking into account the dynamics of an expression usually an assumption is made that a specific FE is displayed
with a presegmented evolution, i.e. starting from neutral and finishing on an apex frame [98]. [98] builds a transition classifier
from pairs of images which is applied at multiple time gaps. The output probabilities are fused along with past predictions
to give rise to a dynamic estimation of expression class probabilities in real time. Significant improvements over state of the
art methods [137] due to dynamic information encoding are reported. [98] also reports similar results to [163] a method that
implies manual truncation of the videos and normalization with respect to the the first frame of the sequence.

Methods for feature discovery have been proposed based on deep neural networks. [128] learned a deep generative model of
images that uses a gated MRF as the front-end for a DBN. Best accuracy reported is 82.1% on the TFD dataset. [129] proposed
a Multi-scale Contractive Convolutional Network (CCNET) to obtain invariance to translations of the facial traits in the image,
which trains a Contractive Discriminative Analysis (CDA) feature extractor. Final classification using SVM gave 85% accuracy
on the TFD dataset, considerably improving [128]. [164] used Boosted Deep Belief Network (BDBN) for iteratively performing
feature learning, feature selection and classifier construction in an unified loopy framework. The average classification rate was
96.7% for six primary expressions on the CK+ dataset. When cross validated on the JAFFE dataset it outperforms [84] with
an average accuracy of 68% compared to 41%.

Recently [130], [165], [139] focus on expression detection in the wild. The work of [139] encodes dynamics with Variable-
state LCRF model that automatically selects the optimal latent states and their intensity for each sequence and for each target
class. It reports improved performance compared with [130] and [165] on the in the wild FE dataset AFEW (see Table VI).
For other RGB FE surveys refer to [13], [14], [49].

In past years, FEA has reached a bottleneck in terms of affect inferring. By simply discriminating between primitive FE
of emotion we have barely started walking the path that would lead us to machine capable of understanding the human face.
Studies in different branches of Psychology show how complex the way we convey information through the face is and it
offers a great insight on where automatic FEA should go in the years to come. One way would be to analyze the dynamics of
FEs by detecting intensity over time, smoothness and regularity, duration and temporal segmentation into onset-apex-offset or
multiple apexes expressions. Another way would be to make richer captures of the face through 3D techniques. This allows
better detection of subtle changes and micro-expressions. Also, including modalities like thermal and audio or combining head
pose and gaze estimation with FE represents a way to make the affect inferring richer. Ultimately a FEA module would ideally
be included into a larger social signal processing machine that takes into account hands and body posture, speech and elements
of social context like place, time or social relationships between actors.

Regardless modality one can observe two main research trends in FE Analysis today. A first group of methods tries to improve
recognition performance in ever more realistic contexts. The ultimate goal would be to achieve human like performance in
the wild. Most of this methods target a limited group of expressions, either the 6/7 primitive in Ekman’s sense or subsets of
FACS’ Action units. The vast majority do not include temporal information. State of the Art methods of this kind use Neural
Networks trained on recent in the wild datasets like AFEW. A second group of methods stick to more controlled environments
where they analyze richer content like dynamics of FE or a larger number of expressions. Because State of the Art proposals
for discrete FER in realistic contexts were already analyzed in other Neurochild papers this document will focus on dynamic
FEA. It is important to underline that this two approaches are highly complementary and taking into account the dynamics of
FEs can very well serve improving discreet FER.

V. THE NEUROCHILD PROJECT: FACIAL EXPRESSION ANALYSIS OF NEUROLOGICALLY IMPAIRED CHILDREN.

Neurochild is a 2 years research project financed by the Spanish Government. It brings together a consortium of academic
and industrial players for developing innovative affective computing technologies that could in the future be brought to the
market. The ultimate goal would be to develop an automatic facial analysis framework specially designed for clinical purposes
for Institut Guttmann, a renowned Neurology hospital from the Barcelona Area. This is both challenging and innovative because
there are very few published studies of automatic facial analysis of neurologically impaired subjects and because affective states
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TABLE II
A SELECTED LIST OF AUTOTMATIC FE ANALYSIS METHODS IN RGB. FFD = FREE FORM DEFORMATIONS, BDBN = BILINEAR DEEP BELIEF

NETWORK, PBVD = PICEWISE BEZIER VOLUME DEFORMATION, LCFR = LATENT CONDITIONAL RANDOM FIELDS

Feature Type Paper Feature Extraction Feature Classifier DatasetSpace Time

Predesigned

Geometry

Cohen’03, [76] Local Dynamic Motion Units Naive Bayes, TAN Bayes, HMM CK, Own Dataset
Pantic’06, [73] Global Static Distances Facial Action, Dynamic Recognition MMI

Aleksic’06, [79] Local Dynamic Active Contours HMM CK
Sebe’07, [74] Global Static PBVD BNs, Decision Trees, SVM, kNN CK, Own

Kotsia’07, [75] Global Static Candide Facial Grid SVM CK
Walecki’15, [139] Global Static Landmark Locations Variable State LCFR CK+,AFEW,MMI,GEMEP-FERA

Appearance

Bartlett’03, [80] Global Static Gabor Filters SVM CK
Littlewort’04, [81] Global Static Gabor Filters SVM, LDA CK, POFA
Anderson’06, [92] Global Dynamic Optical Flow MLP, SVM CK

Shan’09, [84] Global Static LBP SVM, LDA+NN MMI, JAFFE, CK
Koelstra’10, [93] Global Static MHI, FFD HMM MMI, CK

Mixed Tian’01, [96] Local Static Multistate models, Canny Edge Detector CNN CK
Dapogny’15, [98] Global Dynamic Distances, Angles, HoG Random Forests CK+
Ranzato’11, [128] - - - CNN CK, TFD

Learned Rifai’12, [129] - - - SVM TFD
Liu ’14, [130] - - - BDBN CK+, JAFFE

Fig. 7. Capturing data for the Neurochild Project. Patients faces are filmed while playing specially designed games.

and corresponding facial expressions could be in some cases non-standard. This framework will be installed in a dedicated space
where young patients aged between 5 and 14 years old with various cognitive/neurological problems are regularly brought to
clinical sessions where they are playing specially designed games on a computer. The gaming experience is built for inducing
various emotional states in the user following a serious gaming philosophy. Usually sessions are played once a week, under
the supervision of a doctor.

One of the first tasks of the project was to define a list of affective states that should be targeted in our automatic recognition
framework. In this sense in collaboration with the researchers from Institut Guttmann we have defined a taxonomy of the
affective states. The proposed states are chosen to be relevant in the context of the rehabilitation sessions and progress
assessment the patient are undertaken. In Table III there is a list of the affective labels grouped by categories. Psychologically
there is a difference between short term and medium term states. In the first category belong emotions and cognitive states
that last only a few seconds to minutes and are a direct response to a specific stimulus (e.g. in our context a special situation
in the game). These states can change rapidly when a new stimulus arises. The second category which can also be referred
as mood, is formed by affective states that are more stimulus independent and take longer to change (from several minutes to
several hours). From these three categories the cognitive states and the moods have more complex expressive behaviours not
limited only to the face. A cognitive state like Unsure for example would be expressed by a specific facial expression but also
by a specific movement of the head and randomly changing the eye gaze. All these three expressive channels have a specific
temporal dynamic. More over there are very few datasets for cognitive states and moods which makes the learning process at
least for the purpose of this Master Thesis challenging. For this reason in this work we decided to focus on Emotional States
and particularly on primitive facial expressions of emotions (in Ekmann’s sense). In this case datasets are easily available and
much related work has been already done as we have presented in previous sections. Later the knowledge gained and the
methods developed could be easier extended to tackle the more complex problem of recognizing cognitive states and moods.

After proposing the affective states to be recognized, a data capturing scenario was designed. It was decided that capturing
data should require minimum changes to the current space dedicated to the rehabilitation sessions. In this sense we have opted
on mounting simple, low resolution cameras on top of the existing monitors as in Figure 7. A special capture application was
designed to simultaneously capture both the video stream from the camera and the images displayed on the monitor. Together,
this should show both what patients are doing on the screen and their reactions to it. We think this 2-way approach will be
extremely helpful in the labelling phase when specially trained persons should label the affective states and correlate them
with the appropriate stimulus. Some initial results of this project will be shown in Section VII.
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TABLE III
A PRELIMINARY PROPOSAL OF THE AFFECTIVE STATES TO BE RECOGNIZED IN THE NEUROCHILD PROJECT

Short Term Medium Term
Emotional State Cognitive State Mood
Happy/Amused Interested Nervous

Angry Bored Animated/Energetic
Disgusted Concentrated Impulsive
Surprised Frustrated

Afraid Sure/Unsure
Sad Agreeing/Disagreeing

VI. METHODOLOGY

A. Method selection

Following the requirements of the Neurochild project presented in Section V, the survey of the related work from Section
IV and the time constraints of this Master Thesis several conclusions can be drawn about the method to implement. Regarding
modality, even though complementary modalities can be used like depth cameras or thermal sensors, we have decided to
use for this entire project RGB cameras only, because of the low costs and ease of use. Regarding the temporality of the
representation, either static or dynamic, several comments can be made. Studies in Psychology have showed the importance
of dynamics in facial expression recognition. Dynamics of facial expression significantly improve FE recognition [166], [167],
[168]. [167] demonstrated the importance of motion in facilitating the perception of facial expressions. Participants were
substantially more accurate in identifying the emotion in the dynamic condition than in the static conditions in [167]. Facial
expression temporal dynamics are essential for categorisation of complex psychological states such as various types of pain and
mood [169]. They are also the key parameter in differentiation between posed and spontaneous facial expressions [170], [171],
[172]. Generally, extracting dynamics from successive frames requires accurate image alignment to eliminate the rigid motion
effect brought by camera or head pose. However, it is quite difficult especially when dealing with data in the wild due to
the large variations caused by uncontrolled real-world environment. Another inconvenient is that describing FE dynamics with
stochastic mathematical models can have high computational costs due to large number of potential combinations to model
which prevents real time implementations. Considering all these we have decided that a dynamic approach would better suit
the need of the project and will also provide the basis for a more complex analysis. Another strong incentive in this sense was
the relative scarcity of the research on dynamic methods, compared with static methods which leaves more questions answered
for future research.

Consequently we have compiled a very short list of possible candidates for implementation as presented in Table IV. They
are all recent, dynamic methods with state of the art results on well-known public datasets. The methods proposed by Rudovic
et al. [173] and Walecki et al. [174] are state of the art methods reporting good results on challenging datasets including
real world (non-lab) content. They propose on the other hand complex mathematical models, which would be difficult to
implement in a short amount of time. Moreover, in [173] the intensity level is also recognized which exceeds the purpose of
the Neurochild Project. Ding et al. combined geometrical and appearance representations to do a temporal segmentation and
specific SVMs are trained for onset and offsets of FEs. Results however are not State of the Art anymore as newest methods
are significantly better. For these reasons we decided to follow [98] in our initial implementation for the Neurochild project.
The method combines simplicity and ease of implementation with very good results on easily available datasets. We consider
this would be an excellent approach for the first phase of Neurochild. Later, more complex models could be implemented for
improving eventual problems that would occur from the complexity of real world data. Additionally we wanted to compare
this implementation with an implementation of a Convolutional Neural Network which would facilitate a comparison between
the two most important trends in FE analysis today: dynamic FE analysis and deep learning of facial expressions in non-lab
contexts.

In conclusion, we have followed two main approaches for building an automatic FE recognition system focused on primitive
emotional states. The first method (from now on referred as Method 1 in text) is based on a spatio-temporal extraction of
predesigned features largely following the work in [98]. The second method (referred from now on as Method 2 in text) makes
use of a Convolutional Neural Network for learning features directly from data.

B. Method 1: Training a Random Forest with predesigned features

In the first approach a Random Forest is trained using predesigned geometrical and appearance features dynamically extracted
from faces. The reader is referred to Figure 8 for a detailed depiction of the method.

Static facial expression classification is performed as a 6-class problem (the six primary expressions) using the Random
Forest (RF) framework. RFs are classifiers that are naturally suited for multiclass classification tasks. Their performance is
on par with the most popular machine learning methods such as SVM or Neural Networks. Furthermore, the RF framework
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TABLE IV
LIST OF DYNAMIC METHODS CONSIDERED FOR IMPLEMENTATION. COT = CASCADE OF TASKS, AU: ACTION UNIT, CRF: CONDITIONAL RANDOM

FIELD

Method Description Datasets Advantages Disadvantages

Ding ’13 [175] CoT. Detects segments,
transitions. CK+, FERA and RUFACS Easy to implement. Not State of the Art.

Rudovic ’14 [173]
AU intensity estimation
using context sensitive
CRFs

UNBC Shoulder Pain,
DISFA

Comprehensive analysis,
SotA, detects intensity.

Complex mathematical
model. Intensity
estimation exceeds
the purpose of the project.

Dapogny ’15 [98]
Fusion btw. static and dy-
namic FEs. Uses Random
Forests

CK+, BU-4DFE Easy to implement No results reported on
non-lab datasets.

Walecki ’15 [174] FE + Action Units using
novel CRF model.

CK+, AFEW, MMI,
GEMEP-FERA

Comprehensive analysis.
State of the Art perfor-
mance

Complex mathematical
model. Difficult to
implement.

Fig. 8. Method 1 uses predesigned geometrical and appearance features for training a Random Forest

provides the use of parallel implementation for the training step, as well as an easily computable error estimate for an efficient
testing procedure. More specifically, a set of M decision trees is built upon the training dataset by a classic greedy procedure
for RF classification:

1) Generate a bootstrap by randomly sampling the dataset.
2) If the class repartition of the different classes among the bootstrap subset is imbalanced, a simple downsampling procedure

is applied: samples of the majoritary class are randomly drawn out of the bootstrap until an acceptable imbalance level
is reached.

3) If the data at current node (initially at the tree root) is homogeneous with class Ci, then a terminal node is set, and
terminal probabilities p(Ci) of facial expression are set to 1 for Ci and 0 for other classes.

4) If the classes are not homogeneous, we randomly generate a set of Fdynamic features.
5) For each feature, the induced data split is simulated and the corresponding entropy is computed. The split at current

node is then set according to the feature that minimizes the entropy criterion.
6) Go back to Step 3 for recursive application of the procedure on the induced subtrees. Finally, dynamic estimation of the

probabilities of expression class Ci are computed as the average probability among the M trees of the forest, as shown
in Equation 1.

pdynamic(Ci) =
1

M

M∑
m=1

pm(Ci) (1)

At Step 4, dynamic features are generated as follows:

Fdynamic = Fstatic +

N∑
i=1

Ftransition(τi) (2)

where the static feature vector is a concatenation of three different representations:

Fstatic = F 1
static + F 2

static + F 3
static (3)
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Registration of the face produces a set of landmarks. A specific number of pairs and triplets of these landmarks (here denoted
as Li) are randomly selected. In this sense F 1

static is a geometrical descriptor representing euclidean distances between all
selected pairs of landmarks.

F 1
static = D(Lm, Ln) (4)

For keeping representations of difference faces consistent we do a normation by the distance between the eyes. The second
representation is also geometrical and is constituted by the angles between all randomly selected triplets of landmarks:

F 2
static = ∠(Lm, Ln, Lp) (5)

Finally, the geometrical representation is complemented by an appearance descriptor determined by the HoG of patches
situated at the barycenter of the same randomly selected triplets of landmarks sa before:

F 3
static = HoG(Barycenter(Lm, Ln, Lp)) (6)

Transitions are represented by the differences between the corresponding distances in F 1
static of the current frame and at a

previous frame:

Ftransition(τ) = D(Ltm, L
t
n)−D(Lt−τm , Lt−τn ) (7)

The number of transitions considered determines the Order of the dynamic representation. Dimensionality of each of the
representations (static and transitions) are reduced using a classic PCA approach before performing an early fusion. A dynamic
feature vector of Order = N will represent the concatenation between the static feature vector and a set of N transitions
features as showed in 2. For clarity, a dynamic approach containing static information only will have Order = 0. Order = 1
combines static information with one transition and Order = N combines static information with information of N transitions
in the past.

C. Method 2: Integrating feature learning and recognition into a CNN

Compared to classical machine learning approaches as the ones used in Method 1, a convolutional neural network dynamically
learns features and classification for optimizing performance. This can provide extremely efficient classification solutions, much
exploited in recent research. As a down side, large amounts of data are necessary for training such networks, training can take
a long time without specially dedicated hardware and sometimes parameter tuning can be a challenging task.

The general, strategy of a convolutional network is to extract simple features at a higher resolution, and then convert them
into more complex features at a coarser resolution. In order to do that successive convolutional hidden layers are followed by
downsampling. In this way, as we advance to superior layers more general features from larger regions of the input images
are represented. Choosing the number of convolutional hidden layers should take into account several simple considerations.
Note that as we increase the number of layers, the capacity of the network increases. This means the space of representable
functions is higher. While this is an obvious advantage, it could also mean that a overly large capacity would present a high
risk of overfitting. In order to prevent this to happen, regularization techniques are used. Another commonly used techniques
on the convolutional part is to compute multiple feature maps at each hidden layer for building a richer representation of the
data. The size of the kernel is chosen to be centered on a unit (odd size), to have sufficient overlap to not lose information,
but yet to not have redundant computation. The idea is thus to find the right level of granularity in order to create abstractions
at the proper scale, given a particular dataset.

Following this considerations the topology presented in Figure 9 was used for our experiments. The CNN is implemented as
a classification problem predicting whether an image contains one of the 6 primary FEs of emotion. First the face is localized
and cropped and rescaled to a standard size of 100x100 pixels. The three first hidden layers are convolutional layers followed
by three fully connected layers. The convolutional layers are C1 = 10 @ 11× 11× 1, C2 = 20 @ 7× 7× 10 and C3 = 30 @
5×5×20, with each convolutional layer followed by a 2×2 max-pooling. Max-pooling is a non-linear downsampling technique
that provides more invariance to translation while reducing computation for upper layers. The last three fully connected layers
consist of 300, 200 and 6 units. Each one of the 6 units belonging to the last layer predicts if an expressions represents one of
the 6 primary FEs. All neurons in the topology are Rectified Linear Units (ReLu) a popular activation function in recent years
for its simplicity and its ability of accelerating convergence. Weights were initialized as a random gaussian variable with mean
0 and deviation

√
2

nin+nout
where nin is the number of input weights and nout the number of output weights. For training

this topology a number of 600 epochs were used.
Before feeding it to the network we applied a regularization and extension step to the data. After normalization by extracting

the mean, rotation with -10◦, -5◦, 5◦and 10◦, flipping and shifting was applied. Finally for each resulted samples several noisy
versions were produced by applying randomly chosen levels of white gaussian noise.
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Fig. 9. Topology of the Convolutional Neural Network used in Method 2

VII. EXPERIMENTAL RESULTS

For training and testing the two methods developed, the CK+ facial expression dataset was used. It is one of the first datasets
built for automatic facial expression analysis and it has been extensively used by many other related methods. This is extremely
useful for comparing performance with related work. Facial behavior was recorded using two hardware synchronized Panasonic
AG-7500 cameras. Participants were 18 to 50 years of age, 69% female, 81%, Euro-American, 13% Afro-American, and 6%
other groups. The original distribution (called CK) included 486 FACS-coded sequences from 97 subjects. A later upgrade
called CK+ has augmented the dataset further to include 593 sequences from 123 subjects (an additional 107 (22%) sequences
and 26 (27%) subjects).

Number of trees
Fig. 10. Accuracy evolution (blue = static, red = transition) as the number of
trees in the Random Forest increases.

The image sequence vary in duration (i.e. 10 to 60 frames)
and incorporate the onset (which is also the neutral frame) to
peak formation of the facial expressions. Metadata includes
FACS Action Units coding for each sequence and catego-
rization into 7 FEs: Anger, Contempt, Disgust, Fear, Happy,
Sadness and Surprise. An additional ”No expression” label
marks sequences where none of the previously mentioned
expressions appear. Additionally each frame is already pre-
register with 68 landmark points using an Active Appearance
Model approach. For training our methods sequences marked
”No expression” were discarded. For comparison purposes,
following the method in [98] the samples belonging with
to the Contempt expression were also eliminated because
this expression is not primary and it is not used by most of
the related works we wanted to compare to. In the end 327
valid sequences served as data for training our methods. Throughout all the experiments a 10-fold evaluation scheme was
implemented.

The first step before actually experimenting with the two proposed methods was to do an analysis of the data structure and
perform dimensionality reduction. For this purpose PCA was used for retaining 99% of the variance which mainly concentrates
on the first principal components. In Figure 12 a display of the samples along the first two principal components shows the
representation chosen correctly clusters samples according to facial expression. The first principal component captures large
variations of the face, including opening mouth and raising eyebrows. The second principal component mainly codes the
opening of the mouth while the eyebrows and the eyes remain close to neutral expression. This makes sense as the mouth is
the component of the face presenting the largest anatomical variability.

For Method 1 the first parameter we looked to optimize was the number of trees the Random Forest should have. As Figure
10 shows accuracy increases sharply in the beginning stabilizing as the number of trees reaches 50. For this reason we have
chosen this number of trees for all our other experiments. Following this in the Representation step of Method 1 we have
performed an analysis of the performance depending on the number of pairs and triplets of landmarks used for extracting
static and transition features. Table VI shows that increasing the number of landmark tuples (pairs and triplets) does not affect
significantly how the method performs. Still from the 3 versions tested, with 30, 100 and 300 tuples, the second version proved
to achieve higher performance for both static and dynamic representations of different orders. It seems that 100 landmark
tuples provides optimum representation of the 6 facial expressions. The original paper from which Method 1 is inspired [98]
does not provide the number of tuples used.

Besides differences in distances, the original method also uses differences in patches situated at the barycenters of landmark
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triplets. From our experiments this is not justified as no increases in performance was observed when adopting such an approach.
For this reason we have preferred to represent transition with differences in distances only in order to keep computational
costs low. In Figure VII we show how adding transition information to the static one increases performance. The reference
frame is the last frame of each sequence which corresponds to the appex of the expression. Previous frames are considered
for representing transitions. Going too close to the reference frame (less than 6 frames) did not provide relevant information
as changes in expression are minimal. A moment in time t − τ that would be too far (more than 12 frames) while it has
representation relevance it is limiting because some of the sequences are not that long thus decreasing the number of data points
and affecting the training quality. In the end the optimum solution chosen is to include 3 transitions between the reference
frame and τ = 6, 9, 12 previous frames. As Figure VII shows each new transition contributes to improving performance
demonstrating the advantage of using dynamic information in FE recognition problems. The final configuration for Method 1
achieves 96.22% accuracy for classifying 6 FEs. It uses 100 tuples for extracting a dynamic feature of order 3. as shown in
Table VI this result is comparable with other methods trained on the same dataset with the same number of expressions. As a
comparison, the approach that largely inspired this work [98] obtains 96.10% accuracy with the same representation, the only
important difference being that a late fusion is used to merge static with transition information while in our case early fusion
is used.

t− τ3 t− τ2 t− τ1 t

ANGER

DISGUST

FEAR

HAPPY

SADNESS

SURPRISE
Fig. 11. FE variation from neutral towards appex of the six primitive emotional
states. Examples of the sampling used by Method 1 from the CK+ dataset where
the appex frame is the reference and τ1 = 6, τ2 = 9, τ3 = 12 frames.

Finally in Table VII we show an evaluation of the method
for each of the expressions considered for both the Static
and the Dynamic case. For better visualization we show in
Figure 11 examples of each emotion as sampled by Method
1 from the CK+ dataset. As was to be expected some of the
expressions like Fear, Surprise and to some extent Happiness
are distinctive enough without any dynamic information. On
the other hand the case of Sadness and Anger is particularly
interesting because they have a higher probability to be
misrecognized due to some similarities in expression they
share. In the dynamic case some of this problems are solved
with the notable exception of Anger. We think this is the case
because Anger presents minimal differences to the neutral
expression compared to expressions with large changes on
onset as for example Surprise. For Method 2 preprocessing of
all samples is done first by transforming the facial bounding
boxes into 100x100 squared regions. The first training was
performed with fixed linear rate Lr = 0.1. Unfortunately the
network is not converging in such conditions. In order to
solve the problem we have adopted a bold driver approach
for adapting the learning rate. The way it works is the
following: after each epoch, compare the network’s loss ε(t)
to its previous value, ε(t − 1). If the error has decreased,
increase Lr by a small proportion (typically 1%-5%). If the
error has increased by more than a tiny proportion (say, 10-
10), however, undo the last weight change, and decrease
Lr sharply, typically by 50%. Thus bold driver will keep
growing Lr slowly until it finds itself taking a step that has
clearly gone too far up onto the opposite slope of the error
function. Since this means that the network has arrived in
a tricky area of the error surface, it makes sense to reduce
the step size quite drastically at this point. By adopting this
technique the network converges and achieves an accuracy of 78%. Additional attempts of surpassing this value failed even
when trying to increase the number of input data points by taking several frames of the same sequences. Trying to modify the
topology by changing the number of units in the fully connected layers proved unsuccessful as well. We think the main cause
is the insufficient amount of data. In such conditions decent performance could not be achieved without strongly over fitting
the data.

A. Neurochild inital results

Finally we present in Figure 14 some initial results for the data captured in the Neurochild project. For the sequence
chosen face localization and registration with the same approach as in Method 1 was performed. The patient is shown in
three different postures mostly corresponding to alternating states of FEs of Interest and Boredom. These examples illustrate
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TABLE V
ACCURACY COMPARISON FOR DIFFERENT NUMBERS OF LANDMARK TUPLES

# points Order0(Static) Order1 Order2 Order3
30 90.06% 91.90% 91.89% 93.80%

100 92.32% 95.06% 95.27% 96.22%
300 91.48% 93.34% 92.8% 93.34%

Fig. 12. Samples of the CK+ dataset displayed along the first two principal components. Clusters of different facial expressions can be easily observed.

TABLE VI
PERFORMANCE EVALUATION OF TESTED METHODS COMPARED WITH MOST IMPORTANT RELATED METHODS IN SIMILAR CONDITIONS

Method Performance Observations
Method 2 78% 6 expressions
Ranzato ’11, [128] 90.1% occlusions
Bartlett ’03 [80] 93.3% 6 expressions
Littlewort ’04 [81] 93.3% 6 expressions
Sebe ’07 [74] 93.4% 6 expressions
Aleksic ’06 [79] 93.6% 6 expressions
Dapogny ’15 [98] 96.10% 6 expressions
Method 1 96.22% 6 expressions
Liu ’14 [164] 96.7% 6 expressions
Kotsia ’07 [75] 99.7% 6 expressions
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Fig. 13. Accuracy evolution according to order. Order=0 : Static, Order=1 : Static + 1 Transition (τ = 6), Order=2 : Static + 2 Transitions (τ = 6, 9),
Order=3 : Static + 3 Transition(τ = 6, 9, 12).

TABLE VII
CONFUSION MATRICES. COMPARISON BETWEEN STATIC AND DYNAMIC REPRESENTATIONS. AN:ANGER, DI:DISGUST, FE:FEAR, HA:HAPINESS,

SA:SADNESS, SU:SURPRISE

Static Dynamic
An Di Fe Ha Sa Su An Di Fe Ha Sa Su

An 88.00% 1.33% 0% 0% 10.67% 0% 84.88% 4.65% 2.33% 0% 8.14% 0%
Di 5.13% 91.03% 1.28% 0% 2.56% 0% 1.45% 98.55% 0% 0% 0% 0%
Fe 0% 0% 100% 0% 0% 0% 0% 0% 100% 0 0 0
Ha 0% 0% 6.66% 93.34% 0% 0% 0% 0% 6.66% 93.34% 0% 0%
Sa 8.51% 0% 2.13% 0% 89.36% 0% 0% 0% 0% 0% 100% 0%
Su 0% 0% 1.61% 0% 0% 98.39% 0% 0% 0% 0% 0% 100%

the main challenges to be faced when recognizing FEs in the wild. During capturing sessions the patient frequently occludes
the face with the hands and sometimes rotates the head to an important degree. This can be a real problem for registration,
heavily affecting all the following steps towards FE recognition. Future work will include training the proposed methods with
the classes proposed in Table III. Once this is done we would be able to train the proposed methods according to the defined
target classes.

VIII. CONCLUSIONS

Two approaches have been developed for building an automatic FE recognition system with the purpose of analysing patients
with neurological problems during rehabilitation sessions. The first method is based on a classical approach where features
are predesigned and standard classifiers are used. It obtained performance comparable with other related methods in similar
conditions even with limited set of training data. It is important to mention though that in this case considerable amounts
of time are needed to optimize various parameters of the implemented configuration. Also, the tested dataset provides little
variability in illumination, rotation, expressions or occlusions which would be real challenges in non-lab environments. An
alternative to this was to train a Convolutional Neural Network for learning an appropriate representation and classification.
While theoretically this unified approach should achieve better results, a large amount of data is needed. At least in our case
we assume this is why performance was lower than for Method 1. On the other hand the problem of optimizing parameters,
the predesigned feature approaches take is considerably simplified by learning and classifying in a single loop.

Fig. 14. Initial results for the Neurochild project. Face localization and registration are performed for a sequence captured during a rehabilitation session.
The face was blurred for respecting patient’s intimacy.
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This work constitutes a preliminary phase of the Neurochild Project for developing a FE recognition framework for assessing
patient in rehabilitation sessions. In a second phase data captured during these sessions should be properly labelled by specially
trained persons according to the affective framework already proposed. Afterwards the presented methods can be directly trained
and evaluated in more realistic conditions. This would probably pose additional problems as data will be more diverse, will
include challenging occlusions and head rotation scenarios. The classes to be recognized will also be more challenging probably
requiring a more comprehensive representation in order to achieve similar results. This could mean that same affective states
have to take into account not only the FE but also the eye gaze and the head pose. Moreover even though the purpose of this
work is not to analyze real-time performance of the methods, it will be taken into account in later stages of the project.

REFERENCES

[1] R. W. Roger Highfield and R. Jenkins, “How your looks betray your personality,” New Scientist, 2009.
[2] A. Chastel, Leonardo on Art and the Artist. Courier Corporation, 2002.
[3] G.-B. D. de Boulogne and R. A. Cuthbertson, The Mechanism of Human Facial Expression. Cambridge University Press, 1990.
[4] S. Greenblatt et al., “Toward a universal language of motion: reflections on a seventeenth century muscle man,” 1994.
[5] C. Darwin, The expression of emotion in man and animals. Oxford University Press, 1872.
[6] C. E. Izard, The face of emotion, C. Appleton-Century-Crofts, Ed., 1971.
[7] P. Ekman, “Universal and cultural differences in facial expression of emotion,” Nebr. Sym. Motiv., vol. 19, pp. 207–283, 1971.
[8] P. Ekman and H. Oster, “Facial expressions of emotion,” Annu. Rev. Psychol., no. 30, pp. 527–554, 1979.
[9] M. Suwa, N. Sugie, and K. Fujimora, “A preliminary note on pattern recognition of human emotional expression,” in IJCPR, 1978, pp. 408–410.

[10] M. K. and P. A., “Automatic lipreading by optical-flow analysis,” Systems and Computers in Japan, vol. 22, 1991.
[11] P. Ekman, T. S. Huang, T. J. Sejnowski, and J. C. Hager, “Final report to nsf of the planning workshop on facial expression understanding,” Human

Interaction Laboratory, vol. 378, 1993.
[12] A. Samal and P. A. Iyengar, “Automatic recognition and analysis of human faces and facial expressions: A survey,” PR, vol. 25, no. 1, pp. 65–77, 1992.
[13] M. Pantic and L. J. M. Rothkrantz, “Automatic analysis of facial expressions: the state of the art,” TPAMI, vol. 22, no. 12, pp. 1424–1445, 2000.
[14] B. Fasel and J. Luettin, “Automatic facial expression analysis: a survey,” PR, vol. 36, no. 1, pp. 259–275, 2003.
[15] P. Ekman, “Strong Evidence for Universals in Facial Expressions: A Reply to Russell’s Mistaken Critique,” Psychological Bull., vol. 115, no. 2, pp.

268–287, 1994.
[16] http://what-when-how.com.
[17] M. Greenwald, E. Cook, and P. Lang, “Affective Judgment and Psychophysiological Response: Dimensional Covariation in the Evaluation of Pictorial

Stimuli,” J. Psychophysiology, no. 3, pp. 51–64, 1989.
[18] J. Russell and A. Mehrabian, “Evidence for a Three-Factor Theory of Emotions,” J. Research in Personality, vol. 11, pp. 273–294, 1977.
[19] D. Watson, L. A. Clark, and A. Tellegen, “Development and Validation of Brief Measures of Positive and Negative Affect: The PANAS Scales,” JPSP,

vol. 54, pp. 1063–1070, 1988.
[20] Z. Zeng, M. Pantic, G. I. Roisman, and T. S. Huang, “A Survey of Affect Recognition Methods: Audio, Visual, and Spontaneous Expressions,” TPAMI,

vol. 31, no. 1, pp. 39–58, 2009.
[21] A. J. Fridlund, “The behavioral ecology and sociality of human faces,” in Emotion, 1997, pp. 90–121.
[22] A. F. Shariff and J. L. Tracy, “What are emotion expressions for?” CDPS, vol. 20, no. 6, pp. 395–399.
[23] L. F. Barrett, “Was darwin wrong about emotional expressions?” Current Directions in Psychological Science, vol. 20, no. 6.
[24] I. Eibl-Eibesfeldt, “An argument for basic emotions,” in Cognition and Emotion, 1992, pp. 169–200.
[25] D. Keltner and P. Ekman, “Facial expression of emotion,” in Handbook of emotions, 2nd ed., 2000, pp. 236–249.
[26] D. Matsumoto, D. Keltner, M. N. Shiota, M. O’Sullivan, and M. Frank, “Facial Expressions of Emotion,” in Handbook of Emotions, M. Lewis, J. M.

Haviland-Jones, and L. F. Barrett, Eds., 2008, ch. 13, pp. 211–234.
[27] K. L. Schmidt and J. F. Cohn, “Human facial expressions as adaptations: Evolutionary perspectives in facial expression research,” Yearbook of Physical

Anthropology, vol. 116, pp. 8–24, 2001.
[28] H. Gray and C. M. Goss, Anatomy of the human body, 28th ed. Lea & Febiger, 1966.
[29] A. Burrows and J. F. Cohn, “Comparative anatomy of the face.” in Handbook of biometrics, 2nd ed. Springer, 2014, pp. 1–10.
[30] B. M. Waller, J. J. Cray, and A. M. Burrows, “Selection for universal facial emotion,” Emotion, vol. 8, no. 3, pp. 435–439, 2008.
[31] B. M. Waller, M. Lembeck, P. Kuchenbuch, A. M. Burrows, and K. Liebal, “Gibbonfacs: A muscle-based facial movement coding system for hylobatids,”

International Journal of Primatology, vol. 33, no. 4, pp. 809–821, 2012.
[32] B. M. Waller, L. A. Parr, K. M. Gothard, A. M. Burrows, and A. J. Fuglevand, “Mapping the contribution of single muscles to facial movements in

the rhesus macaque,” Physiology and Behavior, vol. 95, pp. 93–100, 2008.
[33] I. Eibl-Eibesfeldt, Human ethology, 1989.
[34] R. W. Levenson, P. Ekman, and W. V. Friesen, “Voluntary facial action generates emotion-specific autonomic nervous system activity,” Psychophysiology,

vol. 27, no. 4, pp. 363–384, 1990.
[35] P. Ekman, R. J. Davidson, and W. V. Friesen, “The duchenne smile: Emotional expression and brain psychology ii,” JPSP, vol. 58, no. 2, pp. 342–353,

1990.
[36] N. H. Frijda and A. Tcherkassof, “Facial expressions as modes of action readiness,” in The psychology of facial expression, pp. 78–102.
[37] P. M. Niedenthal, “Embodying emotion,” Science, vol. 116, pp. 1002–1005.
[38] J. A. Russell, “Is there universal recognition of emotion from facial expression? a review of the cross-cultural studies,” Psychological Bulletin, vol.

115, no. 1.
[39] R. E. Jack, C. Blais, C. Scheepers, P. G. Schyns, and R. Caldara, “Cultural confusions show that facial expressions are not universal,” Current Biology,

vol. 19, pp. 1–6, 2009.
[40] P. Ekman and E. Rosenberg, What the face reveals, 2nd ed., 2005.
[41] X. Zhang, L. Yin, J. F. Cohn, S. Canavan, M. Reale, A. Horowitz, P. Liu, and J. M. Girard, “Bp4d-spontaneous: a high-resolution spontaneous 3d

dynamic facial expression database,” IVC, vol. 32, no. 10, pp. 692–706, 2014.
[42] A. Ryan, J. F. Cohn, S. Lucey, J. Saragih, P. Lucey, F. D. la Torre, and A. Ross, “Automated Facial Expression Recognition System,” in ICCST, 2009.
[43] A. Vinciarelli, M. Pantic, and H. Bourlard, “Social signal processing: Survey of an emerging domain,” IVC, vol. 27, no. 12, pp. 1743–1759, 2009.
[44] D. DeVault, R. Artstein, G. Benn, T. Dey, E. Fast, A. Gainer, and L.-P. Morency, “A virtual human interviewer for healthcare decision support.” AAMAS,

2014.
[45] P. Lucey, J. F. Cohn, I. Matthews, S. Lucey, S. Sridharan, J. Howlett, and K. M. Prkachin, “Automatically Detecting Pain in Video Through Facial

Action Units,” SMC-B, vol. 41, no. 3, pp. 664–674, 2011.
[46] S. Kaltwang, O. Rudovic, and M. Pantic, “Continuous pain intensity estimation from facial expressions,” ISVC, no. 2, pp. 368–377, 2012.
[47] F. D. l. Torre, W.-S. Chu, X. Xiong, F. Vicentey, X. Dingy, and J. F. Cohn, “Intraface,” FG, 2015.



MASTER THESIS DISSERTATION, MASTER IN COMPUTER VISION, JULY 2015 20

[48] P. Viola and M. Jones, “Rapid object detection using a boosted cascade of simple features,” in CVPR, vol. 1, 2001, pp. I–511.
[49] F. De la Torre and J. Cohn, “Facial Expression Analysis,” in Visual Analysis of Humans, T. B. Moeslund, A. Hilton, V. Krüger, and L. Sigal, Eds.,
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