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Semantic segmentation of faces in the wild is a challenging task, despite the fact
there has already been extensive amount of research in this field. Most of the more
advanced approaches require high computational resources, which are not always
available, e.g. in remote machines or mobile devices. This paper presents a non-
deep approach to segment faces in video streams in the wild and to extract repre-
sentative colors of each semantic region. This is achieved by a combination of hand-
picked methods, fine-tuned to work in tandem to produce accurate color extractions.
Firstly, the face is located using a HOG detector and fitted with facial landmarks for
alignment and eye region localization. The located face is then subtracted from the
background and later segmented into hair and skin regions, by using two bipartite
graph cut stages for each operation separately. Colors from each of the semantic
regions are then extracted with the help of histogram analysis. Temporal feature
has been added to mitigate errors from isolated frame segmentations. The proposed
method operates at 5fps on a standard CPU and achieves mean color extraction er-
ror of around 11% in CIELAB color space. It was shown, that 11% error, although
noticeable, perceptually has very little difference, and is more than sufficient for the
application purpose of extracting accurate colors of semantic face regions from video
streams.
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Chapter 1

Introduction

Image segmentation is an important part of computer vision field, which focuses on
assigning each pixel in an image into meaningful clusters, which represent either
a single object, collection of objects or some important part of an item. The main
purpose of segmenting an image is to simplify the representation for a variety of
purposes, such as scene recognition, object detection and recognition, navigation,
etc.

Segmenting a human face into semantic categories, such as hair, eyes, lips, ears,
nose, etc. is a challenging task and only a handful of approaches have demonstrated
satisfactory results. This is made even more difficult in the wild, with various oc-
clusions, busy backgrounds and unpredictable face angles. (Note: the term face
segmentation in this paper refers to face division into semantic categories, not back-
ground subtraction around the face.)

Nevertheless, human face labeling can serve several different purposes, such as
audience evaluation, emotion detection or even such novel applications as interac-
tive mirror. Such applications highly depend on a robust and accurate segmentation
of a human face. However, this is still a very little explored area of computer vi-
sion, despite the latest advances in computational hardware, neural networks and
availability of annotated data. There exists only a handful of attempts to achieve this
task, both in neural computing (NN) [1][2] as well as in more classical approaches
[3][4][5]. Convolutional Neural Network (CNN) approach is favorable for accuracy,
while other approaches are more rapid on the CPU hardware, when GPU is not
available or not feasible.

Furthermore, there exists no prior attempts to perform semantic segmentation of
faces in videos. Previous attempts of video segmentation focus on object of interest
identification [6][7] or scenery segmentation [6][8][9], mostly in a semi-supervised
fashion, meaning the algorithm is provided with information of what to expect in a
video sequence, however the inference of possible object shape and boundaries are
performed automatically.

This thesis was performed in collaboration with Imersivo SL in Barcelona in or-
der to develop a software package, capable of accurately extracting colors of face
components. This package will be deployed into a vision system, capable of classify-
ing shoppers into 4 profiles, aka seasonal palettes, based on colors of their attributes.
This information is used by fashion experts to recommend clothes and accessories,
which match user profile. The system proposed in this project will be part of the
system, which will play a role of automated fashion expert and attempt to mimic
recommendations of those experts. Since it will be installed into an already existing
system, some restrictions on methodology has to be taken into account. Firstly, the
developed library has to be written in C++ in order to be installed alongside already
existing code. Secondly, there exists hardware limitations, as the code will be de-
ployed on local CPU machine. A requirement from Imersivo is that the code should



Chapter 1. Introduction 2

FIGURE 1.1: The proposed system for skin, hair and eyes segmenta-
tion

be capable of returning a result within 1 second on a standard up-to-date CPU with
reasonable accuracy

This paper presents a non-deep approach for semantic face segmentation into 4
categories (hair, skin, eyes and background) in videos. A non-deep approach was
chosen in order to adhere to hardware limitations of the customer. This system by
design was made to infer accurate colors for each semantic region of faces of people
standing in front of a camera. Such information can later be used in a variety of
applications, like recommendation engines, fashion consulting or audience inspec-
tion. The proposed method is based on a multi-stage graphical model approach to
achieve frame-wise segmentation, while color modeling is used to obtain time-based
comparisons.

The pipeline starts with a face detection and 68 facial landmark fitting in an iso-
lated frame. The video sequence segmenting is not capable of handling multiple
faces, since multiple faces cannot be uniquely identified. Depending on the appli-
cation, the most central face or largest face in the image can be used. A publicly
available library dlib [10] is used for both of these tasks, which employs histogram of
gradients with linear classifier for the former task and [11] implementation of head
pose estimation for the latter. A two-stage bi-label graph cut method is then used
to firstly subtract background and face and then segment the remained of the face
into hair and skin. Gaussian color modeling is employed to calculate node weights,
while relative node position defines edge weights. The difference between the two
stages is that the first performs pixel-wise segmentation, while the latter - super-
pixel-wise. Much of the region of interest (ROI) after face detection, is occupied by a
face. While superior for segmentation tasks, super-pixelation of background can end
up having too little samples to build an accurate predictive model, thus affecting the
performance. The eyes-region is extracted using the fitted facial landmarks. Lastly,
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pixel-wise color histograms are built from extracted regions in order to extract accu-
rate representative colors.

The report is delivered in the following structure: Section 2 contains literature
research, Section 3 introduces in detail the method used for semantic face segmenta-
tion, then Sections 4 and 5 explain testing setup and results achieved. It is concluded
with identified shortcomings and proposed improvements.
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Chapter 2

Related Work

2.1 Face Detection and Landmark Fitting

Face detection in the wild is a very typical research topic in computer vision, there-
fore there exists a huge number of papers. [12][13] have performed excellent surveys
and comparisons between different approaches for this problem. One of the most
referred to face detector is undoubtedly the Viola&Jones face detector [14]. The pop-
ularity and ubiquity of this classifier is enabled by open-source implementation in
OpenCV library [15]. This detector uses integral image to calculate simple Haar-
like features over gray images, using the scanning window approach. Together with
boosted weak classifiers, this detector achieves real-time face detection. However,
the achieved performance is only satisfactory, due to arbitrary poses [16]. While
more complex features can be introduced to attempt to compensate, this would sig-
nificantly increase the computation resources. Since then there has been significant
advances using Deformable Part Models [17], which has established itself in the in-
dustry as a standard model for object detection. There exists a number of variations
for this approach, such as deformable templates [18][19][20][21] or part-based mod-
els [22][18][23][24]. However, in general it provides superior performance over the
HOG detector [25] as by design it is made to tackle huge intra-class variability of
objects in the wild [26]. For components, which do not exhibit this variation, the
performance of HOG and DPM is comparable. There has been a few attempts to
make neural network based face detectors [27][28], however the results provided
are questionable, due to datasets used for experimentations and it is unclear how
these models would compare to other, more recent approaches.

Facial landmark detection has a diverse research history. Some of the older meth-
ods include Active Appearance models [18][29], multidimensional morphable mod-
els [30] and template tracking [31]. Due to heavy computational resources required
for the above approaches, they have not gained popularity. Instead, supervised gra-
dient descent [32] or ensemble of regression trees [11] provides a robust and very
fast facial landmark fitting, reporting speeds of up to 1ms. As with a lot of compu-
tational vision tasks nowadays, CNNs [33][34] have been shown to provide a very
good performance in a broad range of poses and virtually invariant to occlusions.

2.2 Segmentation

2.2.1 Object segmentation

Understanding the environment in photos and videos and dividing it into meaning-
ful clusters of pixels is still a challenging task. Over the years, there has been a vari-
ety of methods explored to achieve scene segmentation. The clear majority of early
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research on this topic is found on the use of classical features as SIFT [35] or HOG
[25], with varying degree of complexity of implementations. SIFT/HOG features
have been used with over-segmentation methods [36][37], however the approach is
highly sensitive to the quality of over-segmentation, which can often miss important
boundaries. Also, it was used in union with graph cuts [38][39] to achieve object de-
tection and segmentation under complex background and invariant to occlusions.
Further improvements to SIFT/HOG descriptors were done by [40], by combining
them with Dense Scale and Rotation Invariant Descriptors (SID) and introducing
Soft segmentation [41]. This even further improves segmentation ability under busy,
moving background as well as occlusions. [42][43] use custom type feature descrip-
tors, together with active shape fitting to detect object boundaries. However, these
methods are limited to single objects per scene and suffer from false boundary detec-
tions. With introduction of Kinect and other depth sensors, image stereo information
has become easily accessible. This has also benefited scene segmentation algorithms,
as it provides additional and very important piece of knowledge. [44][45][46][47][48]
all show depth images provide significant improvements over respective methods
without it. Nevertheless, the most notable advances in semantic image segmenta-
tion are contributed by the application of convolutional neural networks (CNN).
[48][49][50][51][52] have proven convolutional neural networks can be successfully
trained end-to-end to generate pixel-wise probabilities.[53] employs recurrent feed-
forward network to achieve semantic segmentation, however the results do not com-
pare well to the accuracies obtained by the convolutional counterpart. [48] even fur-
ther extends CNN with a usage of depth map even further, reportedly increasing the
accuracy by 20% relative.

2.2.2 Semantic Face segmentation

In the most recent work regarding face labeling in the wild, the most common ap-
proach is by means of ANNs. Warrell and Prince [54] uses CRF with Adaboosted
unary classifier and epitome priors, however this method suffers from poor occlu-
sion detection. Kae et al. [5] improves on the CRF-based segmentation by replacing
epitome priors with Restricted Boltzmann Machine priors. This provide a signifi-
cant improvement due to inherent ability of RBM to model global shapes. Moreover
[55] uses DPM to achieve hierarchical face parsing, then employs new deep learn-
ing strategy to achieve facial component labeling. Liu et al [1] also employs a face
prior and uses it as an additional input into a multi-objective CNN. This significantly
aids the regularization, allowing to build much smaller networks with comparable
results. [2] demonstrates that fusing CNN with Dense CRF provides excellent seg-
mentation results for a very broad range of applications, including face labeling.
Facial segmentation in general deals at either super-pixel or pixel level, however
[4] introduces a new approach to this problem, by considering patches of images
instead, in a similar manner as SIFT does. According to the authors, patches are
more discriminative than pixels and allow to build more accurate probability maps
of classes. [56] employs exemplars of faces to achieve face part segmentation. The
hair is not part of segmentation in the original approach, however authors provide a
possible extension to achieve this. Chefler & Obodez [57] use color modelling with
Baysian framework to achieve segmentation, however the approach provides less
robustness as the previous methods due to background clutter and pose variations.
Apart from a few deep approaches, the face segmentation is usually performed us-
ing graphical models. Since due to hardware limitations, deep methods cannot be
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employed, this confirms that graph cut is a viable approach for this particular appli-
cation.

2.2.3 Video Segmentation

Generally accepted definition of video segmentation is separating foreground ob-
jects from the background [58][59][7]. The main idea is spatio-temporal label propa-
gation in a video, allowing for object tracking, gesture recognition. There are interac-
tive video segmentation methods, which accept manual user labeling for some initial
frames and attempt to propagate these labels [60][61][62]. However the obvious lim-
itation of this approach is necessity for manual user input. A more robust technique
to overcome this, is by the means of ranking object proposals [58][63][64][7]. This
technique is based on finding similar recurring segments in a video and building a
dynamic appearance model to achieve spatio-temporal segmentation [7]. This pa-
per simplifies the definition of video segmentation, due to the nature and conditions
of application, i.e. face segmentation of people standing in front of a camera. This
allows to achieve spatio-temporal object localization with face detection techniques
and use temporal segmentation as a self-validation mechanism.

2.3 Proposed system

The system proposed in the paper benefits from collection of above methods in or-
der to achieve color extraction by segmentation. First of all, the system is equipped
with a face detector, as it is vital for segmentation to localize the ROI. Since face is
a highly-structured component, HOG face detector was employed due to having a
good trade-off between accuracy and computational complexity. Moreover, the sys-
tem has been equipped with facial landmark detector in order to allow correction for
head pose variations prior to segmentation. The fitted landmarks will also be used
to accurately segment the eyes-area without the need for segmentation algorithms.
This will reduce system complexity and allow for quicker inference.

Segmentation will be a crucial part of the system, because accurate color extrac-
tion requires pixel-wise representation of the parts of interest. The inspiration for
the proposed method has been taken from graph cut method, as it has already been
successfully employed for complex segmentation tasks. The only issue with this
approach is its high computational complexity O(n2m) ?? due to large number of
pixels in each face ROI. Nevertheless, this effect is significantly mitigated by using
SLIC image over-segmentation.

Lastly, temporal feature in this algorithm will be used as a way to self-check
and prevent poor segmentation due to dynamic nature of faces. In the wild they
can become occluded due to dynamic background, eyes are constantly blinking and
faces change due to head pose. Because of this, selecting arbitrary frame for color
extraction might return inaccurate results.
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Chapter 3

Proposed System

The system presented in this paper consists of three main stages: Face-Background
Segmentation, Skin-Hair-Eyes Segmentation and Color Extraction and Correction
(Figure 3.1). In the first stage the face of a subject is detected and separated from the
background. In the following stage the face is divided into 3 semantic regions (skin,
hair and eyes) and finally colors of each of those regions are extracted and optionally
corrected. The Color Correction is used by the segmentation algorithm to obtain the
true colors of face regions, by compensating lighting, shadows and camera-specific
settings. The Color Correction procedure presented as a separate package, since the
evaluation of the two systems has been made separate.

3.1 Face Segmentation

In order to achieve semantic face segmentation, the algorithm performs the follow-
ing steps

1. Face-Background segmentation

2. Skin-Hair-Eyes segmentation

3. Color Extraction

3.1.1 Face-Background segmentation

Face detection and Facial landmarks

FIGURE 3.2: Fitted fa-
cial landmarks

The segmentation of any image starts with locating faces in
the images. The program supports two face detection modes,
namely ’All Faces’ and ’Main Face Mode’. As the names sug-
gest, according to the selected mode, the algorithm finds and
segments all faces in an image or only the so called ‘Main
Face’. The latter could be set to either select the largest face in
the image or select the face closest to the centre of the image.
This is especially useful when the software is being used in a
busy environment with other people in the background. For
the further report, it is assumed only one face is detected as
the same procedure applies for each face sequentially. Once
the face has been found in the image, it is fitted with 68 facial
landmarks (See Figure 3.2) using the ensemble of regression
trees as presented by Kazemi et al [11], which exhibit state of the art performance
among the classical CV approaches The implementation of face detection and facial
landmark fitting was used as provided by dlib.net C++ library [10].
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FIGURE 3.1: Proposed system functional pipeline

FIGURE 3.3: Bounding
face rectangles. White
- face area. Red - back-

ground area

Facial landmark fitting serves several purposes in the sys-
tem. Firstly, it helps to understand the face pose and allows
to discard the faces, which are in problematic poses. Sec-
ondly, fitting landmarks around the eyes revokes the need
to perform eye-area segmentation, as the landmarks already
provide very accurate eyes locations. Lastly, the facial land-
marks allow to accurately calculate the size of the face, mean-
ing precise face regions of interest (ROI) can be extracted
for color modeling in later stages. Each face in the image
is defined by two ROIs as shown in Figure 3.3. Face region
– area of the image containing the face, as bounded by the
white rectangle. Also Background Region – area of the im-
age just outside the face, as bounded by the intersection of

BackgroundRegion∩ ∼ FaceRegion. The Background Region is simply a 1.5x scaled
Face Region, both sharing the center-point of the bottom side and orientation (al-
ways up-right). The Face Region is a derivation from the facial landmarks calculated
earlier. According to the fitted landmarks, this rectangular area is tailored in such
way to always contain all of the face details.

Background Removal

After the face has been detected and fitted with facial landmarks, the first stage of
segmentation can be performed. In this step the face is separated from the surround-
ing background (Figure 3.4). To perform this, Gaussian Mixture Models (GMM) are
used to make pixel-wise differentiation whether each pixel in the face region belongs
to the face or to the background. Two separate GMM models are built for back-
ground and face. The pixels used for training each model come from Face Region
and Background Region as defined in previous section. These learned Gaussian dis-
tributions from the adaptive mixture model determine which class each pixel in the
Face Region most likely belongs to, as described by Staufer et al [65]. From this pixel
distribution, a graph is built, where each pixel represents a node and node weights
are described by probabilities for belonging to either class. Then a min-cut max-
flow algorithm divides this graph to give the most likely separation of foreground-
background [66]. To implement the Staufer et al [65] method, GrabCut function from
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FIGURE 3.4: Face after background subtraction using bounding rect-
angles for color modeling

OPECV 2.4 computer vision library was used [15].

3.1.2 Skin-Hair-Eyes segmentation

Once the face is segmented from the background the next stage is dividing it into
3 semantic categories: Skin, Hair and Eyes. However, modeling eye-region with a
color-based model is impractical as due its size, the region most likely will not ex-
hibit any distinct color/texture characteristics. As the consequence, segmentation
will most likely be inaccurate. Since the eyes region was already located when fit-
ting facial landmarks, it will be extracted from there. A method, analogous to the
one in FGD-BGD subtraction, was used for Skin-Hair segmentation, however in a
much more controlled manner. It was initially considered to apply GrabCut as in
the FGD-BGD subtraction to acquire Skin-Hair segmentation, however it was exper-
imentally proven to be inferior by Graph Cut (See Figure 3.5.

FIGURE 3.5: Comparison of segmentation quality. Multi-class Graph-
Cut vs. OpenCVs GrabCut

GMM and EM

The first step in this process is to build a model for predicting whether pixels in the
Face Region belong to Skin or Hair. Exactly as per previous FGD-BGD segmentation,
Gaussian mixtures together with Expectation Maximization algorithm are used to
build a two separate GMM models for skin and hair. Upon merging the two models,
the joint predictor is obtained, capable of distinguishing between the two semantic
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categories of a face. Skin pixels for GMMSkin are selected from the region of face,
which is most often uncovered by beards, mustache or accessories. The region be-
tween ‘under-eyes’ and nose is identified as Definite Skin region and is used for this
purpose. For learning theGMMHair model, hair pixels must be used, however their
acquisition is not trivial. In order to have a robust process for obtaining a hair pixel
sample, the following process was used (Graphical representation in Figure 3.6):

1. Take some fraction of pixels from the top of the head.

2. Calculate a N-bin/channel CIELAB color histograms for all the sampled pixels
(HISTF orehead).

3. Calculate a N-bin/channel CIELAB histogram from the Definite Skin pixels
(HISTSkin)

4. Subtract the histograms – any non zero bins in the HISTSkin are removed
from HISTF orehead.

5. The pixels remaining in the histogram are treated as hair pixels.

FIGURE 3.6: Subtraction of histograms for hair color modeling

?? The selection of N bins per channels for histogram subtraction is justified ex-
perimentally in later section. Next step is to build a model, capable of predicting, to
which Gaussian mixture some pixel most likely belongs. For this purpose, the built-
in functionality of OpenCV [15], namely ‘EM’ method, was used. This implementa-
tion of OpenCV is based on iteratively building Gaussian mixtures from provided
training pixels by employing expectation maximization method [67]. Two models
for each semantic category were build and later merged to provide the prediction
functionality for the later stages of segmentation.

Superpixelation

Once color models have been built, and the face is subtracted from the background, it
can then be divided into superpixels using the SLIC method as proposed by Achanta
et al [68] This very fast image division into small clusters gives a number of advan-
tages:

1. Super-pixelation of an image captures most of the important boundaries in the
image, therefore will provide a more accurate segmentation.

2. Number of superpixels is much smaller than the number of pixels, meaning
the prediction time is dramatically decreased. The 100x150 Face Region is di-
vided into 300 – 2500 superpixels, depending on the settings used. This means
the prediction time of the model is reduced by at least 7 times. Time for su-
perpixelating an image is negligible, compared to time saved when building
GMM. Upon retrieving the superpixels (SP), each SP is then represented by the
mean color of contained pixels. From this point, the Face Region becomes a list
of mean SP colors.
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Graph-Cut

Obtaining the list of superpixels for the face region and GMM model for Skin and
Hair allows to construct a graph. The nodes in the graph are superpixels and this
graph is divided into 3 regions to acquire Skin-Hair-Background segmentation of
the Face Region. The background nodes have already been identified in the initial
FGD-BGD segmentation, so are hard set and only included for simplicity of pro-
gramming. To perform the most optimal graph division, the Graph Cut method was
used. This method tries to find a way of dividing the graph, which minimizes the
global energy, thus giving the most likely segmentation of an image [69]. However,
Graph cut method is inherently binary, so when there are multiple labels, the process
can become computationally very expensive. To overcome this, α-expansion mini-
mization algorithm as suggested by Boykov et al [69] was used. α-expansion uses
graph cut techniques from combinatorial optimization to obtain multi-label graph
segmentations. The cuts of this move are so strong, they are guaranteed to be within
the global minimum by a known factor. This means with only a few iterations the
algorithm is capable of achieving a close to optimal segmentation. The energy to be
minimized is by the Graph Cut algorithm is defined as per Equation 3.1

E(f) =
∑
p∈P

Dp(ip, fp) +
∑

p,q∈N
Vp,q(fp, fq) (3.1)

The first term known as unary (or data) term, while the second one is pair-wise
(or smoothness) term. Unary term is responsible for ensuring the current assigned
labels are coherent with the observed probabilities. It penalizes the label fp if it is
different to what the GMM model has suggested. For this system, the unary cost
(unr_cost) for a node s for a specific label l was defined as per Equation 3.2:

Dp(ip, fp) = −σ ∗ log(PROB(ip, fp) (3.2)

Where PROB(ip, fp) is probability of a superpixel ip belonging to a class fp and
σ is a constant positive multiplier. The pair-wise term in the energy equation is
responsible for ensuring the overall labeling of the graph is smooth, i.e. it penalizes
two neighboring sites if their labels are too different. Regarding the smoothness
term, there are 3 conditions to define it [70]:

1. V (α, β) = 0⇔ α = β

2. V (α, β) = V (β, α) ≥ 0

3. V (α, β) = V (α, γ) + V (β, γ)

The first two conditions suggest that pairwise cost for two different labels has to
be more than zero, otherwise they are the same labels. The third point suggests a
triangle rule, that a shortcut is always cheaper or similar than taking the whole path
[70]. If all of the 3 conditions above are satisfied, the pair-wise term is said to be
metric and can be used with alpha-expansion algorithm. Otherwise it is semi-metric
as can only be used with alpha-beta-swap. For the face segmentation application, it
can be assumed that each label (Skin-Hair-BGD) has equal opportunity of being next
any of the other labels, thus V (α, β) for any two dissimilar labels can be set to some
constant τ . To set the pair-wise cost in the system, the Equation 3.3 was used:

V (α, β) =

{
τ if α 6= β

0 if α = β
(3.3)
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With this setting, the 3rd condition of the smoothness term being metric is sat-
isfied, thus the alpha-expansion application for this setting is justified. Note: By
adjusting σ and τ it is possible to control how important is the data term over the
smoothness term.

3.1.3 Color Extraction

Face region segmentation into 4 semantic categories (Skin-Hair-Eyes-Background)
enables to extract color for each of the regions of interest. The application up to this
point generated a binary mask representing each of these categories. Before perform-
ing color extraction from the regions, defined by the binary masks, it is important to
erode the masks to ensure the edge pixels are not considered.

FIGURE 3.7: Kernels
for skin/hair(left) and
eyes(right) mask ero-

sion

Kernels used for Skin/Hair and Eyes mask erosion.
Skin/Hair = 4x4px; Eyes = 2x2px, both with central anchor
points. For skin and hair masks, the local minimum operator
using a 4x4 kernel was applied. Since eyes is a much smaller
region, such large erosion would remove important details.
Thus, the kernel was reduced to 2x2 square (Figure 3.7.

The difficulty with the hair of a person, is that the head
hair and facial hair are likely to be of different color. There-
fore, a color representing hair on the whole head, might be
incorrectly calculated due to this reason. In order to avoid
this issue, a simple heuristic method has been applied to the hair mask – only the
hair above the eye-line has been considered as shown Figure 3.8.

FIGURE 3.8: Effects of hair thresholding below eye-line

With the help of this simple heuristic, not only the facial hair is not taken into
account, but also effects of poor segmentation are mitigated. Figure 3.8 above best
illustrates this method. Using the modified masks, color histograms of N bins per
channel were built for each of the regions and normalized using L1 norm. From
these histograms, a weighted average of X largest bins was calculated to get a final
color for a semantic category as per Equation 3.4.

colorc =
X∑

n=1

ωc
p ∗ bin_color (3.4)

, where ωc
p is the size of the Top-n largest bin for a semantic category c and

bin_color is the representative color for that bin. Representative color for each bin
is in the middle of D-dimensional range covered by the bin. To illustrate, Figure
3.9 shows a 1-D histogram with 4 bins, each bin being represented by the value



Chapter 3. Proposed System 13

in the middle of the bin range. This method introduces error in the color calcu-
lation, which is inversely proportional to the number of bins and is equal to zero
as the number of bins is equal to 256, such that limn→256ERROR = 0, n ∈ N

FIGURE 3.9: His-
togram binning

3.2 Temporal Segmentation

Section 3.1 describes the segmentation procedure of a sin-
gle image. However, the system is designed to be capa-
ble of processing multiple images from video streams and
selecting best frames. Such analysis of multiple frames of
a video stream over time is called temporal segmentation.
Such temporal segmentation is achieved by segmenting mul-
tiple frames over some period of time and comparing the
results between themselves in order to distinguish, if some
of the frames have been incorrectly segmented (See Figure
3.10. The performance is significantly affected by the angle at
which the person’s head is positioned in relation to the cam-
era, background clutter, rapid movements and other factors. Thus, it is expected
they will be mitigated by applying temporal segmentation.

FIGURE 3.10: Temporal segmentation color extraction method

The procedure of temporal segmentation is as follows:

1. Video is loaded to the system

2. Every nth frame is segmented. For all the temporal analysis tests for this work,
n=50 was chosen. In a normal 24fps video, this is roughly one frame every
2 seconds. Such period of time is long enough to ensure that any adverse
factors for segmentation have disappeared (if present), while still short enough
to ensure the scene does not change significantly.

3. Color is obtained for each semantic category using the same process as de-
scribed in Section 3.1.3

4. The extracted colors are saved into a time series vector.

5. The extracted colors from current frame are compared to colors in two previous
time steps (current-1 and current-2).

6. If the results are within a pre-determined threshold, the values are saved as
good samples.

7. After sufficient good samples have been collected (or after segmenting certain
amount of frames), the mean of good samples is calculated to get the final color
for each semantic category.
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3.3 Color Correction

A very important part of recognizing the true colors of facial attributes of a person in
front of a camera, is being able to diminish the variations due to external factors. A
picture taken with the same camera parameters at different lighting conditions can
have large variation in the color registered by the sensor of the camera. Therefore, it
is necessary to perform some form of calibration in order to get the true color. There
are two ways such calibration can be achieved. First, is calibrating the camera in such
way, that the exterior conditions would be compensated by adjusting parameters of
a camera being used. However, this method was not chosen due to the obvious
difficulty, that he calibration is too complex to achieve and is camera specific. It is
possible that even cameras of the same brand and model would give different results
depending of the amount of time used and some internal discrepancies. This means
every time a new camera is seen by the program, it would have to be recoded. This
is very labor intensive and does not provide any advantage over other calibration
methods. The second method of color calibration and the one chosen for the pipeline
of this program is by adjusting how the software interprets colors, registered by a
camera. This method can be applied to any camera and only needs to be performed
upon significant change in exterior conditions. This functionality is achieved with
the help of so called Color Calibration Chart (CCC). CCC is a physical board with a
number of different known colors on it. These charts are mostly used in professional
photography and are made for this purpose of calibrating high-end cameras. Such
cameras have internal functionality of color calibration and CCCs are used to get
true colors of a scene regardless of the conditions.

Nevertheless, the emphasis of this master project is color extraction through seg-
mentation from a given media (pictures, recorded videos, live stream). While color
correction is important step for Imersivo’s application, it was decided to leave the
Color Correction step out of the scope of this project, in order to have a more direct
focus. Therefore, the color correction algorithm is not subjected to exhaustive testing
to prove its efficiency. Instead, only examples of the code in application are provided
in 4

3.3.1 Functional Architecture

FIGURE 3.11: Reading color correction chart

The color correction for this system was
performed by building a linear regres-
sion model. The model was trained
onto the extracted color values, taken
from an image of the Color Calibration
Chart. Then new color values of skin,
hair or eyes were predicted using the
trained model. To extract real values of
the CCC from the camera, firstly an im-
age of this chart is taken. The user then
manually points the 4 corners of the chart on the image using mouse, in order to
specify its position. This fits a grid of on the chart, from which colors are sampled
(See Figure 3.11).

The grids are fitted according to the size of the chart in the image, while also
ensuring the colors are sampled only from the middle of each section of the chart.
This way, any inaccuracies in grid fitting and close-edge shadows are mitigated. The
pixels in each sampled area are averaged to give 24 sampled colors. Since each of
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the sampled colors has a ground truth value associated to it, this enables to build a
linear regression model. The built model, together with additional meta information
is saved into a model file, which can be used in Face Segmentation module for rapid
color correction.
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Chapter 4

Experiments and Results

The following section introduces the testing procedure used for validating the sys-
tem. Firstly, the testing data is described, followed by approach taken for system
optimization. Lastly the results achieved are presented.

4.1 Data

In order to test the segmentation pipeline, videos from the YouTube personality
dataset [71] was used. This dataset consists of a collection of “YouTube vloggers
that explicitly show themselves in front of a webcam, talking about a variety of top-
ics, including personal issues, politics, movies, books, etc.” [71]. The dataset was
designed to be used for predicting the apparent personality traits (the big 5) [72],
however will serve very well for this project, as it will have people looking at the
camera from a convenient distance, having various skin and eye colors, various hair
colors and amounts, various genders and ages. 100 random videos have been se-
lected from the dataset. The statistics of the videos are as presented in Table 4.1

Gender Age Skin Accessories Hair Amount Hair Facial Hair
Female ( 59 ) 20s ( 44 ) Dark ( 15 ) Glasses ( 7 ) Little ( 10 ) Dark ( 74 ) Heavy ( 4 )
Male ( 41 ) 30s ( 37 ) Light ( 85 ) Hat ( 10 ) None ( 6 ) Light ( 14 ) Little ( 14 )

40s ( 15 ) Head-band ( 1 ) Normal ( 84 ) Mixed ( 2 ) None ( 77 )
50s ( 4 ) None ( 82 ) None ( 6 ) Normal ( 5 )

Red ( 4 )

TABLE 4.1: Data Statistics

The data has been split into 0.9/0.1 training/validation lots by random sam-
pling without replacement. The training data is used to find optimal parameters of
the system, while validation data is used to confirm those parameters and calculate
results.

4.1.1 Ground Truth Marker

FIGURE 4.1:
Ground Truth

Maker process

Since there are no publicly available videos, which have skin, hair
and eyes colors marked as ground truth, the videos have been
manually labeled. A special “Ground Truth Marking (GTM)”
tools has been created in order to aid in this process. The GTM
tool (Figure 4.1) allows to mark pixels belonging to any semantic
category in any selected frame in the video. Once all the desired
frames in a video are marked up, the tool collects all the pixels
from all the frames for each face part and calculates the mean
color. It was decided that building a histogram of colors at this
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point is redundant, since the person performing manual labeling
is capable of marking only pixels representative for each category.
The person performing the labeling should not select any of edge pixels due to pos-
sible discolorations.

4.1.2 Parameter search

The system of temporal face segmentation has 21 tunable parameters, which in one
way or another can have influence on the semantic segmentation and/or color cali-
bration. Out of those 21 parameters, 9 has been selected as having the most impor-
tance for the whole pipeline, thus it is vital to ensure the optimal values are found.
For this purpose, the exploration of parameters has been performed. The parameters
shortlisted for optimization are displayed in 4.3

Since the number of exploratory iterations grows exponentially with the number
of parameters and number of their possible values, it would have been very ineffi-
cient to perform tests for all possible combinations of parameters. Instead, to reduce
the training time, the parameters have been divided into 5 distinct categories and
tested separately (Table 4.2).

Group1 Group2 Group3,4,5
Unary hair_sample_size top_N_colors_C
Pair-wise hair_TH TH_C
SP_amount hist_bin

hist_bins_2

TABLE 4.2: Parameter search groups

These three categories have very little or no influence on parameters in other
groups, while being closely related to the ones in the same group. Groups 3,4 and
5 have the same parameters varied for skin, hair and eyes independently, assuming
the values for other two categories does not have any influence on it. Such way, the
number of iterations are reduced from 432∗106 to a much more manageable 640. For
testing, the Intel NUC model NUC5i5RYK, with Intel R© CoreTM i5-5250U Processor
(3M Cache, up to 2.70 GHz) with 16GB RAM computer is used.
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No System Part Parameter Description Values Ex-
plored

1

Face
Segmentation

Unary Unary term in graph cut algo-
rithm

1, 3, 5, 7, 9,
11

2 Pair-wise Pairwise term in graph cut al-
gorithm

1, 6, 11, 16,
21, 26, 31,
36, 41

3 SP_amount Number representing the size
of superpixels. The smaller
the number, the larger are the
superpixels

350, 700,
1050, 1400,
1750

4 hair_sample_size The ratio of P/TP for hair
color modeling, where, P – no
of pixels from the top of the
head, TP – total pixels in the
face area. The larger the ra-
tion, the more pixels are con-
sidered.

0.05, 0.1,
0.15, 0.2,
0.25

5 hair_TH Threshold for ratio of
R/hair_sample_size, where
R – number of pixels remain-
ing in the hair model after
histogram subtraction. Used
to determine if a person is
bold. If ratio < hair_TH – the
person is bald.

0.05, 0.15,
0.25, 0.35

6
Color
Extraction

hist_bin Number of bins in the his-
togram, used for extracting
color.

16, 32, 64,
128

7 hist_bins_2 Number of bins in the his-
togram, used for building
hair model.

16, 32, 64,
128

8 top_N_colors_C Number of most occurring
colors to be extracted from
histograms for color calcula-
tion. C – semantic category.

1, 2, 3, 4, 5

9 Temporal Analysis TH_C Threshold used for compar-
ing similarity of segmenta-
tion results with previous
time steps. If TH <

|| ~color0 − color−1|| or TH <

|| ~color0 − color−2||, the seg-
mentation results are dis-
carded. C – same as for
top_N_colors_C

5, 10, 15, 20,
25, 30, 35,
40, 45, 50

TABLE 4.3: Parameters for optimization
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4.2 Results

4.2.1 Color extraction

Performing the parameter optimization, has highlighted that the system performs
the best with the settings as shown in Table 4.4

No System Part Group Parameter Best Values
1

Face Segmentation
Group1

Unary weight 9
2 Pair-wise weight 31
3 SP_amount 350
4

Group2

hair_sample_size 0.15
5 hair_TH 0.35
6

Color Extraction
hist_bin 16

7 hist_bins_2 128
8

Group3
top_N_colors_{C} 4

9 Temporal Analysis TH_{C} 50

TABLE 4.4: Best parameters for each variable of the system

The validation cases when run with optimal parameters for each group sepa-
rately, have generated the results given in Table 4.5:

Group1 Group2 Group3
mErr 45.55 30.07 40.74
Stddev 32.76 28.97 33.96
% error 13.21 9.36 12.09

TABLE 4.5: Results per group

The performance on the validation videos with the best settings are is given in
Table 4.6:

Overall
mErr 31.92
Stddev 26.58
% error 11.03

TABLE 4.6: Overall performance

4.2.2 Color Correction

As mentioned in Section 3.3, the actual color correction procedure and its perfor-
mance is out of scope of this project. Instead, Figure 4.2 demonstrates the color
correction algorithm in action by showing images before and after the correction.
The images in the figure provide an understanding of what to expect from this func-
tionality and how colors get adjusted.

For all three image pairs in Figure 4.2 the error (Euclidean distance) between the
sampled colors from CCC and ground truth values as per equation 4.1. The results
in Table 4.7 are provided in the same order as in Figure 4.2 for comparison.

error =
24∑
n=1

‖sampledn −GTn‖2 (4.1)
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Error Pic1 Pic2 Pic3
Before 460.95 481.23 443.52
After 139.05 144.25 141.13

TABLE 4.7: Errors before and after correction for images as per Figure
4.2

FIGURE 4.2: Color Correction in action. Top row shows original
image with color correction chart (CCC) for reference. Bottom row
shows corrected images. Right image - all CCC colors Sampled, GT

and Corrected. Gamma = 2.2, Polynomial degree = 1

4.3 Discussion

FIGURE 4.3: Color error visual-
ization. The middle square is
reference color, while others dif-
fer from it by around 32 in Eu-

clidean space

The results achieved from validation run have high-
lighted, that the system on average produces an er-
ror of 32, which represents Euclidean distance in
LAB space. This is a large deviation from acceptable
standards in color modeling, since the ’just notice-
able’ difference for LAB color space is considered 3.2
[73]. Moreover, the standard deviation of 26.6 sug-
gests that the system exhibits a lot of variance, thus
the error can fluctuate significantly depending on
the case. Since no previous approaches are known,
which aim specifically for color extraction through
segmentation, the proposed system is difficult to be
compared to current state of the art methods.

There are a variety of areas, which can poten-
tially generate this error, from which the majority
attributes to poor segmentation of a face (See Fig-
ure 4.4). Firstly, the system lacks the ability to filter
out face occlusions, meaning the colors can be calcu-
lated incorrectly in the presence of very ubiquitous
hair/face accessories. Even though the system is capable of discarding small acces-
sories, the larger ones, e.g. a cap, will definitely produce color extraction errors.
Secondly, having a busy and dynamic background could result in poor background-
foreground segmentation. This will propagate to later stages in the system, forc-
ing pieces of background to be segmented as either skin or hair. Also, a possible
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FIGURE 4.4: Examples of poor color extraction due to poor segmen-
tation

source of error could be lighting conditions. In an environment with very strong
light sources, skin might have shinny spots or hair become lighter. Such regions can
potentially experience poor segmentation, due to color models incorrectly identify-
ing those regions.

FIGURE 4.5: imCube in La
Maquinista Shopping Center in

Barcelona, Spain

Nevertheless, the obtained error is compensated
by the fact the system is capable of running around
5fps on a standard CPU, which satisfies customer
requirements for this system. Moreover, since the
extracted colors will be used for fashion recommen-
dations, error = 32 (11%) in color extraction is still
sufficiently low. The system operating at this error
rate will be capable of distinguishing at 16bit (4096
colors) color resolution. Such resolution will pro-
vide sufficient accuracy to recommend items based
on colors of facial attributes as well as classify sub-
jects into seasonal pallets [74]. Figure 4.6 shows
examples of good segmentation quality, which re-
sulted in low color extraction error. Moreover, while
error = 32 seems notable, the Figure 4.3 demonstrates that perceptually such error
is not that significant. The figure shows the difference in color tones with error of 32:
the middle square has the reference color (RGB), while others differ by around 32 in
the Euclidean RGB. Such error is noticeable when shown in comparison, however in
reality for the designed application, it will not make any significant difference.
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FIGURE 4.6: Examples of well segmented faces, which result in very
good color extraction performance.

4.4 Real Scenario Usage

The designed code was implement into Imersivo’s flagship product imCube. (See
Figure 4.5. imCube is currently being developed as a shopping platform designed to
enable brands to reach customers in otherwise inaccessible/inconvenient places, e.g.
airports, stations or even abroad. It was installed in one of biggest shopping centers
in Barcelona for proof of concept. Since this was only a demo run, only a handful
of samples were collected for validation of color extraction functionality. Figure 4.7
below demonstrates example segmentation quality achieved by the system, which
is the direct indicator of color extraction quality.
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FIGURE 4.7: Samples of segmentation from deployment trial.
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Chapter 5

Conclusion

5.1 Problem addressed

This project has been done in collaboration with Imersivo SL, who requested to de-
velop a system capable of extracting color of semantic face components: skin, hair
and eyes. The developed algorithm is to be merged into an existing system, which
performs fashion recommendations, based on the colors of facial attributes of a sub-
ject. Because of the pre-existing system, some hardware limitations applied. In par-
ticular, the customer has requested that the system would be capable of running on a
CPU with at least 1fps within reasonable accuracy. While the latter requirement was
very vague, it was the burden of the author to prove the performance of the system
is sufficient for the purpose.

5.2 Proposed solution

The presented paper describes the method used for building a color extraction sys-
tem for semantic face components: skin hair and eyes. This is achieved by the system
pipeline as follows:

1. HOG detector for face detection - firstly all faces in a frame need to be located

2. Facial landmark fitting - this operation serves multiple purposes in the sys-
tem. It allows to accurately estimate face pose and face size, thus helping to
extract more accurate color models in later stages. Also, it removes the need to
segment eye-area using optimization techniques, which reduces system com-
plexity and speeds up the process.

3. 1st stage bi-partite graph-cut - background is removed leaving only the face of
interest

4. SLIC over-segmentation - by subdividing a face ROI into super-pixels (SP),
allows for much more rapid segmentation as no_of_SP << no_of_pixels.
Moreover, oversegmentation captures a lot of important boundaries in the
ROI, making the segmentation and subsequent color extraction much more
accurate.

5. Gaussian color modeling - the segmentation process is governed by modeling
colors belonging to a specific category. Colors from pre-defined regions of each
face are extracted, which are converted into color models for each semantic
category.

6. 2nd stage bipartite graph-cut - uses graph-cut with α-expansion for dividing
the face into hair and skin based on the color models. Although α-expansion
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for this application is superfluous, this gives the ability to scale and adapt the
approach for other applications.

7. Color extraction - once the pixel-wise assignments for each semantic category
are known, accurate representative colors are extracted using histogram anal-
ysis.

8. Temporal analysis - if the color extraction is performed from a video stream,
temporal analysis is performed as a way of self-checking. This mitigates chances
for incorrect final results.

9. (Optional) Color Correction - when in deployment, an optional color correc-
tion method could be used to mitigate effects of lighting and camera bright-
ness/contrast.

The system has fulfilled the customer requirement for speed and is capable of
running at 5fps on a standard CPU. Moreover, for all three facial components the
system has provided 11% mean color error over the validation set. This was shown
to be perceptually negligible, thus acceptable for the application in question.

5.3 Problems encountered

Although the proposed system has demonstrated sufficient accuracy for the partic-
ular application, the standard deviation (StdDev) of the error is quite alarming. The
system performed at mErr = 32 (11%) with StdDev = 26.5. This source of error and
high StdDev can be attributed to the following shortcomings of the system:

1. Inability to handle large occlusions, like caps, scarfs, helmets etc. If some ac-
cessories cover large part of a particular face component, it is likely it will be
classified as being part of it, e.g. helmets being treated as hair. If an occlusion is
small, its effect is negligible, since final color extraction is performed through
histogram analysis. On the contrary, large occlusions become the dominant
color in the histogram, thus providing incorrect results.

2. In the presence of glasses, especially sunglasses, the method fails for eye color
extraction. Large amount of population wear glasses and, depending on the
deployment environment of the system, sunglasses could also potentially be a
very common accessory. This can provide errors due to reflections and color
distortions from glasses or due to being completely occluded.

3. Bald-spot on the forehead often misleads the system into thinking the person
is completely bald.

4. Strong lighting intensities, can generate light reflections on the skin and change
the color tone of hair, making segmentation (and subsequently color extrac-
tion) incorrect.

5.4 Adaptability

Although this system was designed to extract colors of semantic face components,
it is possible for it to be easily adaptable to other applications. The only component
which needs to be changed in the system is the object detector. Once the object in
question is detected, the further pipeline is still applicable and even scalable to larger
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number of semantic categories, since the second stage of graph cut method is per-
formed using multi-class alpha-expansion. For example, a viable application for this
pipeline would be color extraction of currently worn clothes through segmentation
of human body.

5.5 Future work

The obvious next step for improving the proposed system is addressing the issues
discussed in 5.3 Problems encountered. Since occlusions in general are very ubiqui-
tous in the wild, the system must be smart enough to recognize them. Moreover, im-
provements are necessary to enable more accurate segmentations of bald-spots and
bald people. Since the accuracy of the proposed system relies largely on the quality
of segmentation, this poses another issue – all current SOTA methods for segmen-
tation are based on CNNs. Introduction of a CNN would significantly increase the
inference time on a CPU, possibly making the system unusable for the application it
was designed with current hardware. A possible and already applied approach is to
employ facial priors, which enables to build much more compact neural networks,
without sacrificing the accuracy as presented by Liu et al [1]. If the size of segmen-
tation CNN is made sufficiently small, even a CPU can handle a feed-forward cycle
of 1fps. This would significantly improve the segmentation quality, thus potentially
making this color extraction system a SOTA.
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