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Abstract

Human action recognition is nowadays within the most active computer vi-
sion research areas. The problem of action recognition is challenging due to
the large intra-class variations, low video resolution and high dimension of
video data, among others things. Recent development of affordable depth
sensors like Microsoft Kinect leads to new opportunities in this field by pro-
viding both RGB and depth data. Multimodal fusion in this scenario can
greatly help to boost performance of action recognition methods. Recently,
although handcrafted features are still widely used owing to their high perfor-
mance and low computational complexity, there has been a migration from
traditional handcrafting towards deep learning. In this work, 2DCNN is ex-
tended to multimodal (MM2DCNN) by introducing scene flow fields as the
new input for an additional stream. Then, model outputs are integrated in
a late fusion fashion. Furthermore, this work also focuses on analyzing the
impact of video summarization in action recognition models. To this end,
four different summarization techniques have been applied and compared to
uniform random selection. Video summarization algorithms aim to select
the most discriminative frames of each video, providing keyframe sequences
as a result. Each of these methods has been performed over the two differ-
ent types of data available, extracting keyframe sequences from RGB and
depth videos separately. On top of that, we also perform a novel hybrid-like
summarization, namely RGB-D synopsis, by combining results from both
sequences. Finally, we evaluate and compare the results of each modality in
three state-of-the-art action datasets, integrating them with a late fusion for
every summarization sequence modality along with uniform random selec-
tion. Experimental results show that our new representation improves the
accuracy in comparison to 2DCNNs. Besides, the use of video summariza-
tion succeeds in boosting the final performance when compared to random
frames.
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Chapter 1

Introduction

In the last few years, human action recognition has been an active research
area in computer vision due to its potential applications, including health-
care monitoring [Lia+14], interactive gaming [Mar11], surveillance [AJM15],
and robotics [Yu+13], to mention a few.

During past decades, research on human action recognition has been ex-
tensively explored on RGB data. The recent advances in imaging devices, in
particular Microsoft Kinect, have facilitated capturing of low-cost and high
sample rate depth images in real-time alongside color images. Depth infor-
mation complements the conventional RGB cameras by providing partial 3D
information of the scene. Compared with RGB data, depth images are in-
sensitive to illumination changes and have discriminative information of the
3D geometrical data. Therefore, fusing these multimodal information into
highly discriminative feature sets can lead methods to achieve higher levels
of performance.

Many approaches [Ami+14; Che+17] have demonstrated that late fusion
of both RGB and depth modalities is effective for action recognition. More-
over, motion-based representations on the basis of optical flow analysis have
been provided the state of the art results for several years [WS13; SZ14a].
Compared to optical flow, which is the projected motion onto the 2D image
plane, scene flow [Jai+15] is the real 3D motion of objects that move com-
pletely or partially with respect to a camera. Scene flow can record motions
in real 3D world while optical flow can only capture information in image
plane. Therefore, whenever there is a significant motion perpendicular to the
image plane, scene flow can be more discriminative than optical flow. Scene
flow can be considered as a kind of early fusion which preserves 3D motion
information from the spatial structure of both RGB and depth modalities.
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Recent progress on human action recognition mainly relies on designing an
efficient and robust video representation which can be broadly categorized
into two classes: handcrafted representation and learning-based features. Re-
cently, learning-based feature representations have received great attention
from action recognition researchers. However, handcrafted approaches are
still widely used owing to their high performance and low computational
complexity.

Traditional handcrafted representation approaches can be decomposed into:
1) detectors which discover informative regions for action recognition and 2)
descriptors which describe the visual pattern of the detected regions. Among
various handcrafted feature schemes proposed for action recognition, dense
trajectories (DT) [Wan+11] and its extension, improved dense trajectories
(iDT) [WS13], which also removes camera motion from trajectories, have
become very popular.

Unlike handcrafted approaches, deep-based methods automatically learn fea-
tures from raw data by utilizing a trainable feature extractor followed by a
trainable classifier. In [Asa+17c; Asa+17b], deep architectures used for ac-
tion recognition are categorized in four groups: 2D models, motion-based in-
put features, 3D models, and temporal networks. Generally, handcrafted fea-
tures are more powerful in describing motion information while deep learning-
based representations are quiet good at describing appearance data.

In a 2D convolutional neural network (2DCNN), the deep model is trained
using individual frames as input data. Regarding the test mode, the model is
used to classify different frame sequences, including randomly selected frames
from the whole sequence to finally apply average scoring to get the final clas-
sification. Here, we focus on comparing the performance of deep learning
features for multimodal human action recognition as well to introduce dif-
ferent frame selection approaches. For this, 2DCNN has been extended by
using different modalities; i.e, RGB, optical flow, and scene flow. Also dif-
ferent kinds of video summarization are introduced in chapter 3.

In addition to the foregoing, we evaluate the incorporation of scene flow
information in deep learning action recognition systems. Each modality is
trained separately by a 2DCNN and final classification is done by score aver-
aging. The experimental results show that scene flow is more discriminative
than optical flow for recognizing actions. Also, results show that fusing in-
formation from different modalities improve the accuracy compared to just
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using one modality.
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Chapter 2

Related Work

2.1 Hand-crafted Features

In the literature of handcrafted methodologies, authors usually rely on three
main approaches in order to cope with temporal information, i.e. 1) treat-
ing videos as spatio-temporal volumes, 2) flow-based features to explicitly
deal with motion, and 3) trajectory-based approaches where motion is im-
plicitly modeled. First group is considered as the spatio-temporal exten-
sion of classical descriptors in image recognition to the temporal dimension
[SAS07; KMS08; OL13; AK17]. [SAS07] proposed 3D-SIFT which is the 3D
extension of SIFT descriptor to include temporal dimension. In this case,
apart from the computation of the image gradient on axis x and y, an ad-
ditional gradient estimation is performed over the time dimension, resulting
in a three-dimensional field vector, which allows for the construction of a 2D
histogram (3D orientations represented with θ, φ and magnitude). The 3D
neighborhood around a point of interest can be rotated so that the dominant
orientation has θ = 0 and φ = 0, then, sub-histograms are built around the
interest point in 3D cells of 4× 4× 4 which encode spatio-temporal informa-
tion, thus creating a descriptor invariant to orientations. This descriptor is
invariant to orientation (temporally as well), which presumably can better
generalize the underlying information to discriminate actions.

Similarly, in [KMS08], authors introduced the idea of HOG3D. To do so,
3D-XYT volume is considered for the computation of the descriptor. [OL13]
proposed HON4D descriptor for depth data. In this work, histogram of ori-
ented normals (HON) is extended to the temporal dimension based on the
distribution of 4D normal vectors in some spatio-temporal cells around a
region of interest while performing an action. Authors in [AK17] proposed
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supervised spatio-temporal kernel descriptor (SSTKDes) for recognizing hu-
man actions as the extended version of supervised kernel descriptor (SKDES)
[Wan+13b] which utilized the kernel principal component analysis (KPCA)
and large margin nearest neighbour (LMNN) to learn a compact descriptor
for object recognition.

Motion features like optical flow are very successful on action recognition,
since they have local temporal information, many authors have used them to
construct descriptors which are included in the second category. In [Cha+09],
authors introduced histogram of oriented flow (HOOF). In [Wan+13a] it is
proposed the motion boundary histograms (MBH) by using the second order
of optical flow. On the other hand, from the sequences of RGB frames, it is
possible to extract motion features such as optical flow, from which is possi-
ble to compute handcrafted descriptors such as Histogram of Oriented Flow
(HOOF) [Cha+09] and Motion Boundary Histograms (MBH) [Wan+13a].
This features encode motion information that is highly discriminative for ac-
tion recognition.

The main idea of the approaches in the third group is to use trajectories
which consider longer temporal information. In [Wan+11; Wan+13a; WS13],
authors propose the use of optical flow for trajectory construction, and de-
scriptors are computed around representative trajectories. The algorithm
starts by densely sampling feature points on the first frame. These points
are tracked using optical flow to form trajectories. Only high-motion regions
of interest are kept and static tracks are removed. Surrounding these result-
ing trajectories, a spatio-temporal window is created and subdivided into
sub-cells, where descriptors (HOG, HOF and MBH) are computed. The fi-
nal feature descriptor per trajectory is the concatenation of these descriptors
and for each video, a set of trajectories is obtained.

As optical flow measures motion in pixels, the number and length of the
trajectories are directly influenced by the distance to the camera. Thus, fur-
ther objects from camera have smaller size in pixels. Using depth images it is
possible to extract scene flow (3D motion field), which is measured in meters,
and therefore, having trajectories invariant to camera distance. Besides, as
scene flow has an additional dimension (z-axis, or depth direction), one can
track motion in this direction as well, dealing with the situation of having a
dominant motion around this axis.

As stated in the introduction, with the incorporation of the Kinect camera,
which includes IR sensors allowing for depth data collection along with the
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regular RGB imaging, new motion features emerge. Those captured depth
maps, measured in millimeters represent the distance to the nearest object
at that particular (x, y) coordinate in the depth sensor’s field of view. More-
over, by knowing the field of view camera parameters, we can get a direct
correspondence from pixels to the real world coordinates in relation to the
camera position.

This allows to extended optical flow to its 3D homologous, scene flow [VSR13;
ZK01; Jai+15], along with their corresponding 3D version from scene flow
(HOSF and MBHz). Scene flow is introduced for RGB-depth data as the
actual 3D motion field in real 3D world. Most of the existing methods for
calculating scene flow are based on stereo or multiple view camera systems
[VSR13; ZK01]. These methods suffered from a high computational cost.
Jaimez et al. in [Jai+15] proposed the first dense real-time scene flow al-
gorithm for RGB-D cameras. It is an iterative solver which performs pixel-
wise updates and can be efficiently implemented on modern GPUs. Just as
scene flow is the three-dimensional motion field of points in the real three-
dimensional world and optical flow is the two-dimensional motion field of
points in an image, we can understand optical flow as the projection of the
scene flow onto the image plane of a camera.

2.2 Deep Learning

Articial intelligence is a prosperous and growing field with many practical
applications and active research topics. We look to intelligent software to
automate routine labor, understand speech or images. In the early days of
articial intelligence, the field rapidly tackled and solved problems that were
difficult for people but relatively simple for computers when properly de-
scribed by a list of formal, well defined mathematical rules. The true AI
potential unfolds when trying to solve problems that are easy for people to
perform but hard for people to describe formally problems that we solve
intuitively, that feel automatic, like understanding a speech or to recognize
faces.

Similarly to humans, a solution is to allow computers to learn from expe-
rience so they can understand the domain by its hierarchy of concepts, with
each concept defined by its relation to simpler ones. By collecting knowl-
edge from experience, we avoid to describe and formalize all the knowledge
and rules the computer would need. This hierarchy of concepts allows the
computer to understand complex concepts by means of simpler ones. If
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we were to draw a graph showing how these concepts are built on top of
each other, the graph would be deep, with many layers. That is why this
approach is known as deep learning [GBC16]. Deep Learning attempts to
model high level abstractions by using a deep artificial neural network (ANN)
with multiple processing layers, composed of multiple linear and non-linear
transformations, such is the case of Convolutional Neural Networks.

Deep neural networks have shown successful results on image-based recog-
nition tasks [KSH12; SZ14b; ZF14]. Also, there have been a number of
studies presenting deep architectures for action recognition [SZ14a; Kar+14;
WQT15; Ji+13; CLS15].

2.3 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a type of feed-forward networks
based on the MLPs which connectivity pattern is inspired by Hubel and
Wiesel’s early work on the organization of the cat’s visual cortex [HW68].
In 1962, they realized that the visual cortex contains a complex structure
of cells, which are sensitive to small sub-regions of the visual field, called
a receptive field. The sub-regions are tiled to cover the entire visual field.
These cells act as local filters over the input space and are well-suited to
exploit the strong spatially local correlation present in natural images. They
also discovered complex cells, which also responded to edges of a specific
orientation at a specific location, which is one of the main characteristics in
how CNNs learn and extracts information.

Figure 2.1: CNN architecture scheme.

As can be seen in Figure 2.1, CNNs are formed by convolutional lay-
ers and pooling layers. Convolutional layers apply convolutional filters to
different parts of the image defined by a set of heights and pooling layers
aggregate the output of the convolutional layers resulting in a sub-sampling

7



of the previous layer image.

CNNs makes use of a unsupervised pre-training step, based on training the
input layer with the inputs and obtain the set of parameters for that layer.
The output of the first layer is used as the input for the second and this step
is repeated for every layer in the net.

2.4 Two-stream Convolutional Neural Net-

work

Proposed by [SZ14a], it is an extension of the deep Convolutional Neural Net-
works, which nowadays is the state-of-the-art on still image representation,
to the domain of automatic action and gesture recognition. This new archi-
tecture performs the recognition by processing two different streams (spatial
and temporal) at the same time, and combining both by late fusion. The first
stream captures spatial information from still frames of the video whereas
the temporal stream uses as input the dense optical flow extracted from the
same video. Both of the streams are implemented as a regular Convolutional
Neural Network. This supposes an advantage as the spatial stream network
can be pre-trained on larger datasets and fine tuned for the action or gesture
recognition application.

The idea behind this proposed architecture is the two-stream hypothesis
[GM92]. The same suggests that human visual cortex is indeed composed of
two pathways: the ventral stream (which performs object recognition) and
the dorsal stream (which recognizes motion). Nonetheless, authors did not
further researched this connection.

2.4.1 Architecture

As mentioned above, the architecture of the two-stream convolutional neural
network is actually a composition of two different deep ConvNets, which its
soft-max scores are combined by late fusion. In figure 2.2, a detailed scheme
of the model is shown.

2.4.2 Spatial stream ConvNet

The spatial recognition stream ConvNet receives video frames as its input,
and then performs action recognition from still images. Static appearance of
the video can be discriminative enough by itself, as some actions are strongly
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Figure 2.2: Two-stream architecture for video classification

associated to some objects (e.g. ’use a laptop’, ’play a game’, ’call from a
cellphone’, etc).

Additionally, as this architecture is basically an image classification model, it
can benefit from the recent advances in large scale image recognition meth-
ods [KSH12] and pre-train the network on a large dataset, to later fine-tune
its parameters for the specific domain of action or gesture recognition.

2.4.3 Temporal stream ConvNet

On the other hand, the temporal recognition stream ConvNet takes as input
the stacks of optical flow displacement fields along several video frames. This
kind of input explicitly defines the motion of the video, which makes the task
easier, as the neural network does not have to learn to implicitly estimate
motion. Authors of the method propose different possibilities on how to stack
optical flow.

Optical flow stacking

A dense optical flow is a vector displacement field between a pair of frames.
Each vector d(x, y) corresponds to the displacement of the pixel in the posi-
tion (x, y) to its position in the next frame. This configuration proposes to
encode each component of the vector d, dx and dy as image channels. There-
fore, being w and h the width and the height of the video, for an stack of L
frames, the optical flow input volume dimension is w × h× 2L. Where each
point (x, y) ∈ Rw×h corresponds to a pixel position, odd channels store the
horizontal components of optical flow, while even channels store the vertical
one.
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Trajectory stacking

Inspired by trajectory-based descriptors. Instead of sampling optical flow at
the same location at each frame, flow is sampled along motion trajectories.
The first element of the stack would be the same, but in the next one, the
value for the position (x, y) is the flow sampled at the position (x+dx, y+dy),
where d is the optical flow of the first frame at location (x, y). Following this
procedure through the L frames will result in an input volume of trajectories.

Bi-directional optical flow

Optical flow represents the displacements from frame t to frame t + 1. It is
possible to conceive then an extension to a bi-directional flow by computing
an additional set of displacements in the opposite direction that connect a
frame t with the frame t− 1. This way, for L frames, L = 2 forward optical
flow is stacked for frames t to t + L = 2, and L = 2 backwards optical flow
for frames t to t/L = 2. This conception can be constructed using both of
previous approaches, optical flow stacking and trajectory stacking.

Mean flow subtraction

For deep learning models, it is beneficial to use zero-centered input, as it
allows the model to better exploit the rectification non-linearities. Optical
flow can take both positive and negative values, and as movement to one
direction is as probable as movement in the opposite direction, it can be
naturally centered. Nevertheless, it is probable that between a pair of frames,
movement in one direction is dominant. So, for each displacement vector d,
the mean value is subtracted.

2.4.4 Very deep two-stream ConvNets

In [Wan+15], the author presented an extension to two-stream ConvNets
called Very deep two-stream ConvNets by adapting them into the video do-
main, motivated by the lack of deep learning improvement in the action
recognition field. Two-stream ConvNets seem to be too shallow for action
recognition (5 convolutional layers and 3 fully-connected layers) when com-
pared with those deeper models in image domain (e.g. VGGNet [SZ14b],
GoogLeNet [Sze+15]), therefore their modeling capacity is constrained by
their depth. Besides, datasets for action recognition tend to be really small,
this contrasts with the huge number of training samples required for deep
ConvNets to tune the network weights. To address these problems, a deeper
architecture is proposed (up to 19 layers, based in [SZ14b]) and several good
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practices are considered to reduce the effect of over-fitting, including smaller
learning rates, data augmentation techniques and higher drop-out ratios.

As a result, Very deep two-stream ConvNets introduce high modeling ca-
pacity and are capable of handling the large complexity of action classes.
Their design takes over two successful network architectures in object recog-
nition, namely GoogLeNet and VGGNet, achieving a 91.4% accuracy on the
UCF-101 [SZS12] dataset. The spatial stream network is built on a single
frame image (224×224×3), therefore its architecture is the same as those for
object recognition in image domain. The input of temporal net is 10-frame
stacking of optical flow fields (224×224×20). Thus, the convolutional filters
in the first layer are different from those of image classification models. It
also relies on more data augmentation techniques, as multi-scale cropping for
training and a new 4 corner cropping strategy. Besides, it sets high drop out
ratios for the fully connected layers of both streams, temporal nets set drop
out ratios to 0.9 and 0.8, while spatial nets use 0.9 and 0.9.

11



Chapter 3

Video Summarization

Many deep methods mostly select a fixed number of frames with equal tem-
poral spacing between them. Thus, some relevant information in unselected
frames might be lost in the process. In order to mitigate this problem we
use video summarization. It allows to 1) select relevant visual information
to discriminate actions while 2) keeping the size of the data small.

Video summarization allows for the extraction of few video frames (keyframes)
so that they jointly try to maximize the information contained in the original
video. A good summarization should not only consider frame relevance as
the main selection criterion, but also try to keep frames from throughout the
video in order to get a complete coverage. These keyframes are useful in mul-
tiple scenarios, providing high-level semantic information in video browsing
and broadcast.

According to Panagiotakis [POM13], keyframe selection approaches can be
generally classified into three categories, namely cluster-based methods, en-
ergy minimization-based methods and sequential methods [PDT09], [PDT07].
Cluster-based methods take all frames from every shot and classify by content
similarity to take keyframes. The disadvantage of this approach is that the
temporal information of a video sequence is omitted. Energy minimization
methods extract keyframes by solving a rate-constrained problem. These
methods are generally computational expensive by iterative techniques. Se-
quential methods consider a new keyframe when the content difference from
the previous keyframe exceeds the predefined threshold. Moreover, some of
the best solutions found in recent literature take advantage of dynamic pro-
gramming, such as the MINMAX method [LSK05], at the expense of higher
computational cost.
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For this work, we apply some methods found in the literature with the inten-
tion of reducing the amount of data used towards deep models and evaluate
each sequence in different modalities. Selected video summarization tech-
niques are explained in detail below.

3.1 Absolute Histogram Difference

In the context of video analysis, Sheena and Narayanana [CN15] introduced
a simple summarization technique based on the absolute difference of his-
tograms of consecutive frames. This method is constituted of two parts.
First, a threshold is computed given the mean and the standard deviation
of the histogram of absolute difference of each pair of consecutive frames.
Then, keyframes are extracted by comparing the threshold against these ab-
solute differences. The algorithm starts by extracting video frames one by
one, after pre-processing each frame, the histogram difference between two
consecutive frames is computed. The mean and standard deviation of the
absolute difference of histograms are used to fix the threshold point T using
the following equation:

T = µadh + σadh (3.1)

Where µadh is the mean of the absolute difference and σadh is the standard
deviation.

Despite the simplicity of this technique, it manages to discriminate quite well
relevant frames coming from sudden changes just by measuring the amount of
variation between consecutive frame intensities. Doing so, we get the benefit
of being able to extract any desired number of keyframes from the histogram
difference matrix, simply by selecting the best k candidates, those with high-
est difference, representing distinctive frames among the rest. However, this
method might not be good enough to retain all required information from
throughout the video to get a good overall coverage, as those k obtained
keyframes are more likely to come out of segments with fastest behaviour
(thus, resulting in higher histogram difference). In these cases, keeping a
higher amount of keyframes is recommended. Figure 3.1 illustrates some
k = 5 summarizations.

3.2 Time Equidistant Algorithm

The time equidistant algorithm (TEA) is based on equivalent frames in each
shot of video by keeping keyframes in equal intervals in duration of shot.
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Figure 3.1: Obtained hdiff k = 5 keyframes for different Montalbano RGB
samples. First row shows an example for one sample belonging to ’vattene’
gesture, second row for ’seipazzo’, third row for ’combinato’ and last row

for ’ok’.

According to this method, the keyframe ti, i ∈ {1, 2, · · · , bk} in shot k is
directly defined by the following equation:

ti =
i× |SHk|

bk
(3.2)

where |SHk| denotes the number of frames of shot k and × denotes the
nearest integer function. This is the simplest method for video synopsis
creation, since it does not take into account visual changes. Figure 3.2 shows
different k = 5 summarized sequences using this technique.

3.3 Sequential Distortion Minimization

Panagiotakis presents a new sequential technique for keyframe extraction
called Sequential Distortion Minimization (SeDiM) [POM13] which considers
temporal content variation, shot detection and minimizes content distortion
with low computation cost, O(N2).
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Figure 3.2: Obtained TEA k = 5 keyframes for mixed Montalbano RGB
samples. First row shows an example for one sample belonging to ’vattene’
gesture, second row for ’seipazzo’, third row for ’combinato’ and last row

for ’ok’.

3.3.1 Distortion formulation

Panagiotakis defines distortion as follows; given a ratio between the temporal
duration of the video synopsis and the initial video α ∈ [0, 1]. Let N denote
the number of frames of the original video. Then, resulting sequence will
consist of α · N representative keyframes. Let Ci, i ∈ {1, ..., N} denote the
visual descriptor of i-frame of original video. Let S ⊂ {1, ..., N} denote
the frames the final sequence. According to the problem definition, it holds
that the number of keyframes |S| is equal to α · N . Then, the distortion
D({1, ..., N}, S) between the original video and the obtained keyframes is
given by the following equation:

D({1, ..., N}, S) =

S(1)∑
i=1

d(i, S(1)) +
N∑

i=S(|S|)+1

d(i, S(|S|))

+

S(|S|)∑
i=S(1)+1

minS(j)≤i≤S(j+1)(d(i, S(j)), d(i, S(j + 1)))

(3.3)
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where d(i, S(j)) is the distance between the visual descriptor of i-frame and
S(j)-frame. S(j) and S(j+1) are two consecutive frames so that S(j) ≤ i ≤
S(j + 1), meaning that S(j) is determined by the index i. First two sums
relate to the special cases in which the i-th frame is located before the first
keyframe S(1) and after the last keyframe S(|S|). The distortion defined by
the summatory of visual distances between the frame of original video and
the closest corresponding keyframe, can be considered as an extension of the
definition of Iso-Content Distortion Principle [PDT09].

3.3.2 Method Description

The proposed method is divided into several steps. Given that descriptors
based on image segmentation or camera motion estimation techniques are
computationally expensive and provide results that are may not be accurate
for all video content variation [PDT09] Color Layout Descriptor (CLD) is
used instead. Then, in order to measure the content distance between two
CLDs, a metric D is described:

D =

√∑
i

(DYi −DY ′i )2 +

√∑
i

(DCbi −DCb′i)2

+

√∑
i

(DCri −DCr′i)2
(3.4)

where (DY,DCb,DCr) are the i-th DCT coefficients of the respective color
components [PDT09; PDT07].

Initially, CLDs are computed for all frames, then a shot detection step is
performed. Based on the number of shots and the α ratio, the number of
keyframes per shot is estimated. Finally, the video distortion is sequentially
minimized selecting bk frames for the k shot, so that the distortion between
the original video and the summarization is sequentially minimized. The or-
der of each keyframe corresponds to its significance on content description.
Let CANk denote the set of candidate frames of shot k for the summariza-
tion. Initially, CANk = SHk. Let Sk be the set of keyframes of shot k.
Initially, Sk = ∅. For each shot k, iteratively select the frame f from CANk

so that if included in set Sk, video distortion of shot k is minimized according
to 3.5, then f is removed from CANk and added to Sk.

f = argminu∈CANk

∑
i∈SHk

D(SHk, Sk ∪ u)

CANk = CANk − f, Sk = Sk ∪ f
(3.5)
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When the number of keyframes of shot k become bk, CANk = ∅. This pro-
cess repeats until the number of keyframes is equal to α ·N .

In our particular scenario, given that all videos were captured by a static
device and, if needed, split into single videos per action and subject, it is
obvious we don’t need to perform any shot detection and its consequent es-
timation of the number of frames per shot based on CLD. Thus, we have
simplified the proposed SeDiM algorithm to allow direct specification of the
k number of keyframes to keep, also we are not interested on creating a
video synopsis from the original videos but in obtaining a sequence of the k
keyframes instead. For this purpose, the compression ratio α is computed
based on the desired k and single-shot videos are assumed. Figure 3.3 illus-
trates different steps for the original version and our adaptation.

(a) Original steps

(b) Modified version

Figure 3.3: Schemes for the original (a) and proposed version (b) system
architectures.

3.4 Content Equidistant Algorithm

The content equidistant algorithm (CEA) is inspired by [PDT09], using the
proposed iso-content principle to estimate keyframes that are equidistant in
video content. According to this method, keyframes t1, t2, ..., tbk for the k
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Figure 3.4: Obtained SeDiM k = 5 keyframes for different Montalbano
RGB samples. First row shows an example for one sample belonging to

’vattene’ gesture, second row for ’seipazzo’, third row for ’combinato’ and
last row for ’ok’.

shot are defined as 3.6:

m ≈
t1−1∑
u=1

d(u, u+ 1) ≈
t2−1∑
u=t1

d(u, u+ 1) ≈ · · · ≈
bk−1∑
u=tbk

d(u, u+ 1)

m =
1

bk − 1
·
bk−1∑
u=1

d(u, u+ 1)

(3.6)

So, based on the measurement m, first we compute keyframe t1, next t2 and
so on. In figure 3.5, several resulting sequences are shown.
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Figure 3.5: Obtained CEA k = 5 keyframes for mixed Montalbano RGB
samples. First row shows an example for one sample belonging to ’vattene’
gesture, second row for ’seipazzo’, third row for ’combinato’ and last row

for ’ok’.
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Chapter 4

Proposed Method

The main aim of this work is to compare the performance of different keyframe
sequences and its impact when used as deep learning features for action recog-
nition in a multimodal approach. To this end, we extend 2DCNN, originally
proposed for RGB data. In order to reduce the effect of noise in depth im-
ages, a registration (section 4.2) and denoising (section 4.1) steps are first
performed as a simple pre-processing for the multimodal data. Next, we add
scene flow as a new input stream to 2DCNN along with RGB and optical flow
to perform a late fusion over all modalities using several video summarization
approaches.

4.1 RGB and Depth Registration

Some datasets are not distributed with an accurate RGB-D alignment (figure
4.1). This is a common issue to address when working with images captured
using a Kinect device, since their IR and optical cameras are separated from
each other. In these cases, RGB-D registration is also required. For this, we
use the intrinsic (focal length and the distortion model) and extrinsic (trans-
lation and rotation) camera parameters to warp the color image to fit the
depth map. Example results of the denoising and registration pre-processing
procedures are shown in figure 4.2.

RGB-D registration aims to align (undistort) RGB and IR images by map-
ping depth pixels with color pixels. In [Alm+11], the author shows a method
to estimate the optimal transformation [R, T ] for this purpose. Once they
are obtained, the 3D metric position (Xir, Yir, Zir)

T of the pixel, with the
respect to the IR camera can be computed from the depth dm, using the
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Figure 4.1: RGB and depth super-positions for three samples of isoGD,
showing noise and misalignment.

following equation:

(Xir, Yir, Zir)
T =

(
(xircxir) · dm(xir, yir)

fxir
,
(yircyir) · dm(xir, yir)

fyir
, dm(xir, yir)

)T

(4.1)
where xir, yir are the coordinates of the depth pixel in image, fxir, fyir the IR
camera focal length (pixel size units), cxir, cyir the coordinates of the image
center of IR camera, and dm is depth in meters. Although IR and RGB
cameras are separated by a small baseline, it is possible to determine the 6
DOF transform between them. Knowing the rotation R and translation T
between the RGB and IR camera, we can project each 3D point on the color
image and get its color. The mapping between color and depth images can
be expressed as follows:

(Xrgb, Yrgb, Zrgb)
T = R(Xir, Yir, Zir)

T + T (4.2)

xrgb =
(Xrgb · fxrgb)

Zrgb

+ cxrgb

yrgb =
(Yrgb · fyrgb)

Zrgb

+ cyrgb

(4.3)

where xrgb, yrgb are the coordinates of the RGB pixel in the image, fxrgb,
fyrgb the RGB camera focal length, cxrgb, cyrgb the image center, and dm is
depth in meters.

4.2 Denoising

Kinect depth images capture the distance to the objects as pixel values.
However, due to the limitations of the IR sensor, depending on the captured
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Figure 4.2: 1st row: inpainting+HMF results of a depth sample from isoGD
[Wan+16a] dataset. 2nd row: superposition before registration. 3rd row:

superposition after registration.

material and distance from the objects to the camera, pixel values may re-
sult in reading errors. We recover missing data by interpolating zero value
pixels from its surrounding data based on elliptic PDE. In-painting recon-
struction is then smoothed using a hybrid median filter (see 4.2.1) to reduce
any pixel flickering between consecutive frames. This method removes noise
while improving corner preservation. This is achieved by considering a 3-step
method consisting of computing different medians for different spatial direc-
tions; ranking horizontal/vertical and diagonal medians separately to finally
compute the median of both of them along with the central pixel value.

4.2.1 Hybrid Median Filter

Although median filters preserve edges from digital images, they are also
known to remove fine image detail such as lines. For example, 3× 3 median
filters remove lines 1 pixel wide, while in 5 × 5 filters, they remove lines 2
pixel wide [Dav04]. Depending on the application, this loss of information
might become a major issue. In order to overcome this problem, in 1987
Nieminen et al. [NHN87] presented the ”bi-directional” linear-median hybrid
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filter (termed 2LH+), also known as hybrid median filter (HMF). HMF is
a modification of the traditional median filter, consisting of a three step
ranking operation to improve the detail preserving property. The basic idea
behind the filter is for any given pixel of the image, apply a median operation
several times, varying the window shape to rank different orientations. These
window shapes are illustrated in figure 4.3.

Figure 4.3: 5x5 hybrid median filter different shapes. Blue: cross-shape for
horizontal and vertical pixels. Red: x-shape for the diagonals. Green:

center pixel.

In a 5x5 pixel neighbourhood, the median values of the 45° neighbours
forming a diagonal and the 90° neighbours forming a cross are compared with
the central pixel. Then, the median value of that set is then saved as the
new pixel value (figure 4.4).

Figure 4.4: Hybrid median filter workflow.

The three step ranking operation does not impose a serious computa-
tional penalty as is the case of median filter. In fact, it allows for a more
computationally efficient compared to the conventional median or K-nearest
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neighbor averaging filters. Each of the ranking operations is for a much
smaller number of values than used in a square region of the same size. Fol-
lowing the 5 pixel-wide neighbourhood example, it contains either 25 (in the
square neighbourhood) which must be ranked in the traditional method. On
the contrary, in the hybrid method each of the two groups contains only 9
pixels, and the final comparison involves only three values. Even with the
additional logic and manipulation of values, the hybrid method is faster than
the conventional median. This median filter overcomes the tendency of me-
dian and truncated median filters to erase lines which are narrower than the
half width of the neighbourhood and to round corners.

4.3 Multimodal 2DCNN

Simonyan et al. [SZ14a] presented a two-stream CNN which incorporates
both spatial and temporal networks. Spatial network operates on individ-
ual video frames, effectively performing action recognition from still images.
This spatial classification is like an image classification architecture which
is trained on single frame images (224 × 224 × 3). For the spatial network
they used a pre-trained network on ImageNet [Den+09b]. Unlike the spatial
ConvNet, the input of the temporal model are volumes of stacking optical
flow fields between several consecutive frames (224 × 224 × 2F , where F is
the number of stacking frames). Since the input of this model explicitly de-
scribes the motion, the network does not need to estimate motion implicitly.
The original architecture consists of five convolutional layers, each of them
followed by a pooling layer and three fully connected layers. Like [WQT15],
we use the same network for both spatial and temporal net except from the
input layer, while the original two-stream ConvNets ignores the second local
response normalized (LRN). Different streams of the network are fed with
different data 1) RGB: three channel frames; 2) optical flow: two channels
using 10 stacked frames and 3) scene flow: three channel frames (same as the
spatial stream).

For this, we introduce the Multimodal 2DCNN (MM2DCNN) by adding
scene flow fields as a new input data, along with RGB and optical flow.
Scene flow for each pixel has three dimension of (x, y, z) along three real
world axis. We consider these three dimension as three input channels for
2DCNN. Therefore, we use the same architecture for scene flow as RGB data.
For both RGB and optical flow streams, the network is fine-tuned from pre-
trained models on UCF-101 dataset. Scene flow of each datasets is fine-tuned
from the pre-trained model of its own RGB model.
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4.3.1 Late Fusion

In order to perform the modality fusion we will take a simple approach, a
weighted summatory of the class scores per each modality. That is, given M
modalities, each sample has N feature arrays of size K classes, then, the final
scores are: Sf =

∑N
i wiSi, where weights wi are to be optimized. Doing so,

we are able to prioritize one score modality (RGB, optical flow or scene flow)
over the others, depending on which one performed better on each dataset.
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Chapter 5

Experimental results

In this chapter, we evaluate the proposed MM2DCNN using all different
summarized sequences using different modalities on three public benchmark
datasets: MSR Daily Activity [Wan+12], Montalbano V2 [Esc+13; Esc+14;
EAG17] and IsoGD [Esc+14].

Every 2DCNN has been fine-tuned from spatial and temporal UCF-101 caffe
models (available from here), using RGB, optical flow and scene flow frames.
These models are trained using the strategy described in [Wan+15]. Model
and training configurations are set according to the original report. Model pa-
rameters are initialized with the public available VGG-16 model and trained
on the UCF-101 dataset.

Tables 5.1 and 5.5 include final accuracies for every CNN model and sum-
marization modality. RGB and Depth columns refer to k = 14 summa-
rization sequences for RGB and Depth videos separately, while the RGB-D
column specify results for the hybrid combination (RGB-D synopsis). Fi-
nally, randomized-frame selection accuracy is also included for the sake of
comparison.

For each dataset, we fine-tune RGB and optical flow model from trained
models on UCF-101 (see 2.4.4), which was in its turn fine-tuned from a VGG-
16 model composed of 13 convolutional layers and 3 fully-connected layers,
trained on the ImageNet dataset [Den+09a]. However, it turned out training
from scratch was not good enough for scene flow data, probably because we
do not have enough input data to learn from. Thus, we fine-tune scene flow
networks from our pre-trained models for RGB data of the same dataset.
Final results of the fusions are compared with the state-of-the-art methods
of action recognition using RGB-D data. In order to provide further details
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about our classification results confusion matrices for fusion classifications
are included in the appendix A.

5.1 Datasets

5.1.1 MSR Daily Activity 3D

This dataset consists of 16 actions captured with Microsoft Kinect [Wan+12].
Each of these samples is composed of RGB video and a sequence of depth
images compressed into binary files. Contained actions include ’drink’, ’eat’,
’read book’, ’write on paper’, ’use laptop’, ’play game’, ’call cellphone’, ’use
vacuum cleaner’, ’cheer up’, ’sit still’, ’walking’, ’sit down’, ’toss paper’, ’lay
down on sofa’, ’stand up’ and ’play guitar’. Each action is performed twice
by 10 different subjects, leading to 20 samples per action and a total of 320
samples. Such a low amount of samples may lead the models to overfit if
not treated carefully. Moreover, subjects appear at different distances to the
camera, and most of the actions involve object interactions. All these facts
make this dataset very challenging. Some samples of this dataset are shown
in figure 5.1. It is worth noting that there is a large inter-class similarity in
this dataset, there are some actions which are very similar to each other (e.g.
use laptop and write on paper), also the amount of motion found in these
action samples is very small.

As for the experiments, half of the subjects shall be used to train the model
while the other half for testing. In this particular case, we will use odd-
numbered subjects (1, 3, 5, 7 and 9) for training, so the even-numbered ones
(2, 4, 6, 8 and 10) will be kept for testing. Distribution of samples per class
for train, validation and test are shown in figure 5.2.

5.1.2 Montalbano V2

Montalbano dataset is composed of 940 video samples, showing subjects per-
forming 20 different italian gestures [Esc+13; Esc+14]. Labels include: vat-
tene, vieniqui’, ’perfetto, ’furbo’, ’cheduepalle’, ’chevuoi’, ’daccordo’, ’seipazzo’,
’combinato’, ’freganiente’, ’ok’, ’cosatifarei’, ’basta’, ’prendere’, ’noncenepiu’,
’fame’, ’tantotempo’, ’buonissimo’, ’messidaccordo’ and ’sonostufo’. Just as
in 5.1.1, videos had been captured using a Kinect v1 device, therefore RGB
and depth data are available. However, in this case each sample show a
subject performing multiple gestures, as this dataset is also used for ges-
ture detection. The dataset is distributed along with files providing gesture
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Figure 5.1: MSRDailyAct3D RGB and depth samples. col 1: ’drink’ ; col 2:
’play game’ ; col 3: ’call cellphone’ ; col 4: ’cheer up’.

(a) Train (b) Validation

(c) Test

Figure 5.2: Number of samples per class in MSR DailyAct3D.

indexation per video, specifying starting and ending frames per label. There-
fore we have previously split those original video samples into single gesture
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videos, leading to a total of 12575 samples. Figure 5.3 shows some samples
of this dataset.

The dataset is already divided into three subsets: train, validation and test.
Their sample distributions per class is illustrated in figure 5.4. Some samples
for this dataset are shown in figure 5.3, as can be observed, the background is
not always the same. Furthermore, subject’s distance to the camera changes
from sample to sample, some of the subjects appear completely while in
other cases subjects fall partially outside the field of view. As this dataset
has more classes, we could considered it become a harder challenge, how-
ever considering the large amount of samples, deep models should be able to
better generalize each action.

Figure 5.3: Montalbano V2 RGB and depth samples (train sub-set).

5.1.3 IsoGD

The ChaLearn LAP Isolated Gesture Dataset (IsoGD) [Esc+14] is the largest
datasets evaluated in this work. This database includes 47.933 RGB-D ges-
ture videos, in the format of RGB and depth separated videos captured using
a Kinect device. Each RGB-D for all samples video represents one gesture
only, and there are 249 gestures labels performed by 21 different individuals.
The most crucial challenges of this dataset is the large number of classes,
i.e., 249, compared to other action and gesture recognition datasets. The
database has been divided to three sub-sets, these being mutually exclusive.
Training dataset contains 35.878 samples, while validation has 5.784 samples
and testing has 6.271 samples. Figure 5.5 shows some samples of this dataset.
Figure 5.6 shows the amount of samples per class in each of these sub-sets.
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(a) Train (b) Validation

(c) Test

Figure 5.4: Number of samples per class in Montalbano.

Figure 5.5: IsoGD RGB and depth samples (test partition). col 1: ’00001’ ;
col 2: ’00022’ ; col 3: ’00053’ ; col 4: ’00194’.
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(a) Train (b) Validation

(c) Test

Figure 5.6: Number of samples per class in isoGD.
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5.2 Experiments

In order to test how video summarization can affect the classification over dif-
ferent modalities at frame level, we have extracted k = 14 keyframe sequences
from both RGB and depth videos per dataset. Performed experiments con-
sist of testing each of the summarization sequences on every different deep
model, trained using different modalities. Doing so, we intent to spot weather
using keyframes can improve results compared to randomly selected frames,
and if so, how much video summarization is able to increase the final accu-
racy. Also, we want to see if depth-based video summarization is able to hold
similar results to RGB.

Besides, we include a hybrid-like summarization which we call as RGB-
D synopsis. RGB-D synopsis is basically an ordered-frame concatenation
of the separated summarizations of k = 7 RGB and k = 7 depth, given both
keyframe sequences they are ordered by frame index and blend together.
This hybrid summarization is due to test how much depth and RGB can
contribute each other when combined.

5.2.1 MSR Daily Activity 3D

Results for every summarization technique (i.e. SeDiM, histogram difference,
TEA and CEA) are presented in tables 5.1, 5.2, 5.3 and 5.4 accordingly. We
see that in general, the result is not good. The most important problem re-
lated to this dataset for a deep model to learn, is the low number of samples.
As explained in 5.1.1, MSR Daily only contains 320 samples, of which half
of them are used for training. It is obvious that 160 actions are not enough
for fine-tuning a network. In fact, in [Wan+15], the author points out this
particular problem regarding the number of samples found in most of the
action recognition datasets. Therefore, the accuracy achieved for MSR Daily
is already expected to be not as good as it could be if more samples were
used for training. Also, regarding the inter-class similarity, in confusion ma-
trices (figures A.1, A.3, etc) it can be seen that most of the miss-classification
comes from similar actions. This explains why ’write on paper’ is the most
miss-classified action, being the one sharing more similarities with the others.
The RGB model overfit on the texture of background and the human cloths
and the motion model does not have enough information.

Among all different modalities, scene flow provides the best accuracy. We
can see how keyframe selection for our hybrid strategy on RGB and depth
data tends to get a better result. For this dataset, RGB background is more
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cluttered than the others which could lead to overfitting. In contrast, as the
background is found to be out of the IR range, most of this region is filled
with non-determined values (zeroes) instead (see figure 5.1), meaning that
depth images contain mainly foreground data, which enables for a cleaner
scene flow extraction. We also see how optical flow outperforms RGB and
the accuracy of scene flow is overall much better than optical flow, thanks to
be considering real 3D information.

For this dataset, best accuracy is obtained by using the Time Equidis-
tant (TEA) summarization technique 5.3. As for the late fusion, for this
dataset we have determined experimentally that best results are obtained
with weights W = [0.2, 0.3, 0.5] for RGB, optical flow and scene flow scores,
respectively, giving half of the relevance to scene flow scores, as it has proved
to be the best modality among the rest of summarized sequences. Rest is
distributed between optical flow and RGB modalities, giving a little more
relevance to optical flow due to its slightly higher accuracy.

Despite of random frame selection yields same or even better accuracies over
other keyframes sequences, we can see how through the late fusion we man-
age to outperform it using some summarized keyframe sequences techniques
(e.g.in table 5.3).

Observe that in TEA we got two different keyframe sequences giving the
best accuracy, these being depth and RGB-D synopsis keyframe sequences,
even though RGB-D synopsis yields better results in both optical flow and
RGB nets (55% as opposed to ≈ 53%), depth keyframes work better in the
scene flow modality. Nevertheless, once the fusion is performed, it seems
modalities somehow compensate each other in both cases, leading to the
same result. Moreover, for this dataset histogram difference proved to be un-
able to outperform regular random frame selection in any keyframe category
(table 5.2), this might be due to its inherent lack for full video coverage. As
explained in section 3.1, if most of the activity of the video concentrates in
consecutive frames, this summarization would only take into consideration
those, resulting in a bad coverage and hence, a naive summarization. Also, it
is important to note that for this dataset no in-painting step was performed
given the amount of missing depth values. This can be considered a positive,
in the sense that depth data includes less irrelevant data from background,
but it also means that depth will keep much of its usual noise, even after
being filtered with HMF.

Regarding the other video summarization methods, results of table 5.4 show
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that CEA is able to outperform random frame selection when using the
hybrid combination of depth and RGB keyframes, whereas in the rest of
summarizations, it provides the same accuracy once fusion is applied. On
the other hand, SeDiM gets the second best result (67.72%) when using
keyframes from RGB (table 5.1). However, the rest of sequences (i.e. depth
and RGB-D) provide worse accuracies compared to random selection.

Table 5.1: Accuracy for SeDiM on MSR Daily Activity 3D.

Model RGB Depth RGB-D Random
RGB 53.75 54.37 53.75 52.50

Opt. flow 55.63 52.50 55.00 53.75
Scene flow 62.50 59.84 61.42 62.20

Late Fusion 67.72 64.57 63.78 66.14

Table 5.2: Accuracy for Histogram Difference on MSR Daily Activity
3D.

Model RGB Depth RGB-D Random
RGB 51.88 50.62 51.88 52.50

Opt. flow 51.25 48.75 51.88 53.75
Scene flow 58.27 55.12 58.27 62.20

Late Fusion 62.20 63.78 65.35 66.14

Table 5.3: Accuracy for TEA on MSR Daily Activity 3D.

Model RGB Depth RGB-D Random
RGB 51.25 51.88 52.50 52.50

Opt. flow 53.12 53.12 55.00 53.75
Scene flow 59.84 59.84 56.69 62.20

Late Fusion 67.72 68.50 68.50 66.14

5.2.2 Montalbano V2

For this dataset, selected weights for the late fusion are W = [0.65, 0.15, 0.2]
for RGB, optical flow and scene flow scores. Just as for every other dataset,
these weights have been tweaked experimentally until acquiring the best pos-
sible result. In this case, given that we already reach state-of-the-art accura-
cies just by using the RGB network itself, it is clear we must put most of the
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Table 5.4: Accuracy for CEA on MSR Daily Activity 3D.

Model RGB Depth RGB-D Random
RGB 53.12 53.75 54.37 52.50

Opt. flow 56.87 53.12 54.37 53.75
Scene flow 59.84 57.48 59.06 62.20

Late Fusion 66.14 66.14 66.93 66.14

relevance to these scores. As can be observed from the reported accuracies
found in tables 5.5, 5.6, 5.7 and 5.8, results for any of our different keyframe
sequences in RGB modality stay around 96% accuracy and up. Therefore,
we can not expect to improve it much by merging other modalities. Even
with that, most of the fusions succeed in achieving slightly better results.

Regardless of having different backgrounds depending on the subject (see
figure 5.3), they are more uniform compared to those found in MSR Daily.
As explained in 5, RGB and optical flow networks are fine-tuned from a pre-
trained network on UCF-101 and that pre-trained RGB network was first
fine tuned from ImageNet dataset. Therefore, weights are more reliable for
a dataset with simple background. Thus, for this dataset RGB model can
be perfectly fine-tuned. Also, in this case we used more samples to train the
network, leading to a much better learning in the RGB modality.

Regarding depth, while depth frames background are more regular than the
previous dataset in some samples, in some scenes we still have cluttered
backgrounds including different objects closer to the subjects. Also, in gen-
eral depth samples are noisy. We tried to address this issue by means of
in-painting and HMF, which managed to reduce the noise significantly (see
figures 5.7, 5.8). Note that in this dataset, the IR receptor captures some
black borders around depth frames, this may happen in Kinect devices with
wrong calibration settings. In order to avoid this to affect the in-painting
interpolation, we have extracted the region of interest (ROI) by removing
those borders to then perform all denoising steps on this region only. Once
the procedure is finished, the resulting depth frame is re-arranged in order
to keep the original aspect, which is important in order to maintain a proper
alignment between depth and RGB pairs.

Even with that, optical flow and scene flow can not compete with the re-
sults obtained by the RGB modality. Scene flow provides better results over
optical flow throughout all summarized sequences. As for the best result, it
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(a) Original (b) Denoised

Figure 5.7: Montalbano depth map reconstruction, including inpainting and
HMF filtering.

(a) Original (b) Denoised

Figure 5.8: Montalbano depth map reconstruction, including inpainting and
HMF filtering.

is acquired by using, again, the time equidistant technique along with depth
data, yielding a total of 97.74% accuracy (table 5.7), which improves from
the single RGB network 97.37% accuracy thanks to our multimodal fusion
contribution. This result is followed by SeDiM with a total of 97.74% accu-
racy (table 5.5), taking into account that random selection already achieves
97.25%, it is not a significant difference given the additional cost for the
summarization to this purpose.

As in MSR Daily, histogram difference approach does not manage to catch
up with uniform random selection (table 5.6), just as CEA which this time
(table 5.8) only manages to perform faintly better compared to the more
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naive histogram difference.

Table 5.5: Accuracy for SeDiM on Montalbano.

Model RGB Depth RGB-D Random
RGB 96.03 97.06 95.72 97.06

Opt. flow 61.06 59.74 60.67 64.24
Scene flow 66.79 66.31 65.15 64.72

Late Fusion 97.28 97.56 97.20 97.25

Table 5.6: Accuracy for the Histogram Difference on Montalbano.

Model RGB Depth RGB-D Random
RGB 96.10 96.47 96.10 97.06

Opt. flow 60.24 62.31 59.79 64.24
Scene flow 66.03 67.21 65.63 64.72

Late Fusion 96.46 96.89 96.27 97.25

Table 5.7: Accuracy for TEA on Montalbano.

Model RGB Depth RGB-D Random
RGB 97.51 97.48 97.37 97.06

Opt. flow 63.09 62.69 63.63 64.24
Scene flow 70.41 70.33 68.60 64.72

Late Fusion 97.68 97.70 97.74 97.25

Table 5.8: Accuracy for CEA on Montalbano.

Model RGB Depth RGB-D Random
RGB 96.50 96.77 96.55 97.06

Opt. flow 62.15 63.34 62.73 64.24
Scene flow 66.82 67.13 66.96 64.72

Late Fusion 96.94 97.19 97.17 97.25

5.2.3 IsoGD

The approach we followed to perform the experiments over this dataset varies
with respect to the previous. In this case we have not been able to extend

37



MM2DCNN with scene flow as we have been not able to successfully train a
network from this modality of data, probably because of the amount of noise
contained in the scene flow frames obtained. However, in order to include
the results for the rest of modalities in relation to video summarization, we
decided to perform a late fusion for RGB and optical flow only. To this end,
experimental weights showed that the best combination is achieved by using
W = [0.20, 0.80]. Following the same table distribution, results are presented
in tables 5.9, 5.10, 5.11 and 5.12.

Being this dataset the most challenging of this work, counting with 249
gestures to classify, we already expected to get worse results than in the
previous. Even so, we manage to reach an acceptable accuracy thanks to the
optical flow modality and its fusion with RGB. We can see how in this case
video summarization works better than random selection. This may due to
the overall longer videos, meaning more potential data loss when choosing
non-discriminative enough in random selection, thus not holding a mean-
ingful representation. Here, all different summarizations allow for a better
classification than random selection in the RGB modality. In contrast, for
the optical flow modality, random selection slightly outperforms all of our
summarization approaches.

This dataset is sort of biased, in the sense that it provides far more sam-
ples for some of its classes. For that reason, the network tends to predict
most of the samples as these classes. In general we tend to see that the
model is able to predict fairly well those actions that we have more samples
in training. That might be an issue, as if we recall from figure 5.6, there
exist a huge difference between the amount of samples in some videos (peaks
in the histogram, non-uniform data samples). Those cases correspond to ac-
tions for which our deep network seems to predict really well. This can also
be seen in the IsoGD confusion matrices included on the appendix (figures
A.9, A.10, A.12 and A.11), some of those examples are action 5, 18, etc. So,
in this case, we suspect that having more video samples for the rest of actions
would translate into a significantly better prediction rate.

Again, best summarization technique so far proved to be time equidistant
algorithm (TEA), yielding 46, 63% accuracy when using depth keyframes
and followed closely by its RGB counterpart. Surprisingly, this time RGB-
D synopsis is outperformed by both of them, most probably due to lack of
enough different frames from RGB and depth k = 7 sequences, in case of
sharing similar frames, chances are that in longer videos, a higher amount of
keyframes provide a better summarization.
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Unlike the previous experiments, here absolute histogram difference man-
ages to outperform not only random selection but also SeDiM (table 5.10).

Table 5.9: Accuracy for SeDiM on IsoGD.

Model RGB Depth RGB-D Random
RGB 26.37 27.32 27.47 21.50

Opt. flow 39.82 39.58 39.88 42.74
Late Fusion 42.95 43.43 43.69 43.66

Table 5.10: Accuracy for Histogram Difference on IsoGD.

Model RGB Depth RGB-D Random
RGB 27.11 29.36 27.48 21.50

Opt. flow 40.11 39.79 39.35 42.74
Late Fusion 42.93 44.56 43.09 43.66

Table 5.11: Accuracy for TEA on IsoGD.

Model RGB Depth RGB-D Random
RGB 30.93 30.38 30.24 21.50

Opt. flow 41.67 41.34 41.60 42.74
Late Fusion 46.62 46.63 46.35 43.66

Table 5.12: Accuracy for CEA on IsoGD.

Model RGB Depth RGB-D Random
RGB 26.68 29.29 27.98 21.50

Opt. flow 41.10 42.28 41.95 42.74
Late Fusion 43.52 45.91 45.08 43.66

5.3 Comparison

For all three datasets, our different tested strategies for keyframes selec-
tion (i.e., from different modalities) does not significantly affect the result.
However, different summarization techniques have been proved to definitely
have some impact in the final classification. We have managed to achieve

39



state-of-the-art accuracies for Montalbano V2 (table 5.14) and also, to get a
good enough results in IsoGD, considering its complexity, even outperform-
ing most of the reported methods of table 5.15. However, we are still far from
reaching the state-of-the-art accuracy, which utilizes a more complex solu-
tion. While we are extending very deep two stream CNN with an additional
stream, the state of the art technique goes for combination of two different
networks; 1) convolutional two-stream consensus voting network (2SCVN)
for both short-term and long-term RGB videos combined with 2) a 3D depth
saliency ConvNet stream (3DDSN) to filter out distractions from the back-
ground.

As for MSR Daily Activity 3D, our results can not compete with those
achieved by the state-of-the-art, of which we only outperformed EigenJoints
[YZT12]. As we have explained, this might be caused due to lack of samples
for train, which in some cases is not sufficient for such a deep model to learn.
In these cases, taking a different approach by using an algorithm focused on
hand-crafted local features, such as improved trajectories, along with Fisher
vector representations may provide better solution [WS13].

Table 5.13: Performance comparison with state-of-the-art methods on MSR
Daily Activity 3D.

Method Accuracy
EigenJoints[YZT12] 58.10
MovingPose[ZLS13] 73.80

HON4D [OL13] 80.00
SSTKDes [AK17] 85.00

ActionLet [Wan+12] 85.75
MMDT [Asa+17a] 78.13

MM2DCNN 68.50

Table 5.14: Performance comparison with state-of-the-art methods on
ChaLearn Montalbano.

Method Accuracy
Fernando et al. [Fer+17] 75.30

Pigou et al. [Pig+15] 94.49
MMDT [Asa+17a] 85.66

MM2DCNN 97.74
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Table 5.15: Performance comparison with state-of-the-art methods on
ChaLearn IsoGD.

Method Accuracy
NTUST 20.33

MFSK [WGL16] 24.19
MFSK+DeepID [Wan+16a] 23.67

XJTUfx 43.92
XDETVP-TRIMPS 50.93

TARDIS 40.15
ICT NHCI [Cha+16] 46.80
AMRL [Wan+16b] 55.57

2SCVN-3DDSN [Dua+16] 67.19
MM2DCNN 46.63
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Chapter 6

Discussion

6.1 Conclusion

Our proposed method, multimodal 2DCNN (MM2DCNN) proves to succeed
in improving the final classification accuracy by adding an additional stream
to take advantage of the scene flow fields, which provide real 3D world mo-
tion information achieving state-of-the-art for Montalbano V2. On top of
that, video summarization techniques ensure meaningful image selection from
video sequences, increasing its variability and allowing for a general improve-
ment during classification. We have seen how different versions of keyframe
sequences work better depending on the dataset, the network modality and
the summarization method applied. Given this we cannot claim any of them
to be better than the rest. As for the summarization methods themselves,
the simple TEA technique proved to be the best alternative in all the three
datasets.

By fine-tuning the scene flow network from the RGB model, we find the
learning process to be way faster compared to training it from scratch, fur-
thermore it really improves our result. We find out that in the case of human
action recognition, unlike in object recognition, fine-tuning one modality from
another one improves the result. This kind of fine-tuning can be considered
as a sort of regularization of the model.

The present work is part of a 2017 ICCV workshop publication, entitled
”Action Recognition from RGB-D Data: Comparison and fusion of spatio-
temporal handcrafted features and deep strategies” [Asa+17a].
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6.2 Future work

About video summarization, first thing to consider should be to vary k num-
ber of keyframes to keep depending on the mean video-length of each dataset.
It is evident that retaining a higher amount of keyframes might be required
for a dataset with longer video samples in order to get an improvement. In
this work we have established k = 14 considering the length of all of three
datasets overall, nevertheless different k per dataset might lead to better re-
sults. It is also important to mention that any of the video summarization
methods used in this work is optimal, therefore other summarization algo-
rithms might improve even more the reported results.

Regarding the fusion, weighted sum of scores may be substituted by learn-
ing a new model. This is, given M modalities, each sample of which has N
feature arrays of size K, in this case, scores would be concatenated to create
a new feature array of size N ×K. With this, two different models might be
applied, random forests and multi-class SVM. Before training the algorithms,
a PCA should be performed on the data to avoid overfitting. Middle fusion
could be also good idea for the extension of this method, i.e. combining two
networks from middle layers instead of training them separately.

As for our model contribution, combining hand-crafted features with deep
learning can compensate for those cases in which MM2DCNN cannot gener-
alize well [Asa+17a]. Beyond that, using 3DCNN instead of 2DCNN might
improve the result. Using a large dataset such as NTU [Sha+16], can also be
helpful. Training all the multimodal networks with this large dataset would
allow us to use them later to fine-tune new models for smaller datasets with
potential improvement.
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Appendix A

Confusion matrices

(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.1: Visual representation of confusion matrices for all MSR Daily
Activity 3D SeDiM summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.2: Visual representation of confusion matrices for all MSR
DailyActivity 3D Histogram Difference summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.3: Visual representation of confusion matrices for all MSR
DailyActivity 3D TEA summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.4: Visual representation of confusion matrices for all MSR Daily
Activity 3D CEA summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.5: Visual representation of confusion matrices for all Montalbano
SeDiM summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.6: Visual representation of confusion matrices for all Montalbano
Histogram Difference summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.7: Visual representation of confusion matrices for all Montalbano
TEA summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.8: Visual representation of confusion matrices for all Montalbano
CEA summarization fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.9: Visual representation of confusion matrices for IsoGD
Histogram Difference fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.10: Visual representation of confusion matrices for IsoGD
Histogram Difference fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.11: Visual representation of confusion matrices for IsoGD TEA
fusions
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(a) RGB (b) Depth

(c) RGB-D (d) Random

Figure A.12: Visual representation of confusion matrices for IsoGD CEA
fusions
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