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Context and motivation 
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History 
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Telephones were 
the first to transmit 

audio through 
electricity 

Thomas Stockham 
with the first digital 

recorder (1976) 

First iPod released by 
Apple in 2001 



State of the art 
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MFCC to extract information of 
a song’s frequencies 

Deep learning techniques are 
being used in bigger studies 



Method whole overview 
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Method: MFCC 
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Mel Scale 



Method: MFCC 

7 

 
 
 
Discrete Cosine Transform: 
 
 
 
 
Resulting matrix:  



Method: PCA and Feature 
representation 

Naive representation 
Every frame is concatenated 
after another. 
[Frame1][Frame2]…[FrameN] 
 
Where each Frame has as many 
values as MFCC. 
Frame1 = [MFCC1, …,MFCCM] 
 

Histogram representation 
Each histogram is formed with 
the MFCC of every frame. 
 
 
 
 
 
And then, concatenate all 
histograms. 
[Hist1][Hist2]…[HistM] 
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Hist1 Histm 



Method: PCA and Feature 
representation 
Naive: [Frame1][Frame2]…[FrameN] 
Histogram: [Hist1][Hist2]…[HistM] 
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Method: learning schemes 
Support Vector Machine 
 
Different kernels: 
• Rbf 
• Linear 
• Poly 
• Sigmoid 
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Results: Data 
Marsyas dataset: http://marsyasweb.appspot.com/download/data_sets/ 

 
Genres 
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Properties 

http://marsyasweb.appspot.com/download/data_sets/


Results: Evaluation protocol and 
method parameters. 
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Confusion matrix Gamma and C parameters 



Results: Naive 
Naïve representation 

without PCA 

Naive representation 

Naïve representation 
with PCA 
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Results: Histograms 
Histogram representation 
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Results: Histograms 
Histogram representation 

without PCA (linear) 
Histogram representation 

with PCA (linear) 
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Histogram representation 
without PCA (rbf) 

Histogram representation 
with PCA (rbf) 



Results: Histograms 
Best results 
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Results: Feature relevance 
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Results: Extra 
AdaBoost: Worse performance (18%) 
 
 
 
 
 
Naïve-Bayes: Lower accuracy, but similar to SVC default results 
(56%) 
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Conclussion and future work 
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Bigger is better: with more songs, we can learn better. 

With a bigger dataset, deep learning can work better 
and allows the creation of a more accurate model. 

Other features of music can be also used as input to work 
with the frequency for further audio analysis. 



Thanks for your attention! 20 
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