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Abstract

Memes evolve and mutate through their diffusion in social media. They have
the potential to propagate ideas and, by extension, products. Many studies have
focused on memes, but none so far, to our knowledge, on the users who post
them, their relationships, and the reach of their influence. In this project, we
define a meme influence graph together with suitable metrics to visualize and
quantify influence between users who post memes. Then, we describe a process to
implement our definitions using a new approach to meme detection based on text-
to-image area ratio and contrast. After applying our method to a set of users of
the Instagram platform, we conclude that our metrics add information to already
existing user characteristics and that our methodology can also be used to study
the popularity of memes types among the users.

Resumen

Los memes evolucionan y mutan a través de su difusión en las redes sociales.
Tienen el potencial de propagar ideas, y por extensión, productos. Se han lle-
vado a cabo estudios enfocados en memes, pero ninguno de ellos, a nuestro saber,
sobre los usuarios que los publican, cómo se relacionan y el alcance de su in-
fluencia. En este proyecto definimos un grafo de influencia de memes junto con
métricas que nos permiten visualizar y cuantificar la influencia entre usuarios
que publican memes. A continuación, describimos un proceso para implementar
las definiciones proporcionadas a partir de un nuevo enfoque para la detección
de memes que se basa en el contraste y en la relación entre las áreas de texto e
imagen. Finalmente, aplicamos nuestra metodología a un conjunto de usuarios
de la plataforma Instagram y concluimos que nuestras métricas aportan informa-
ción adicional sobre las características ya existentes de los usuarios y que nuestra
metodología también es aplicable para visualizar la popularidad de los tipos de
memes entre los usuarios.

2020 Mathematics Subject Classification: 05C22, 62H30, 68T07, 68T45, 91C20
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Chapter 1

Introduction

A meme is usually defined as “an idea, behavior, phrase or usage that spreads
within a culture” [7]. In the digital era, memes have adapted to new technologies
and have become a phenomenon in contemporary web culture [21]. As a combi-
nation of humor, text, and a symbol, emoticons became one of the first types of
Internet memes.

Even though Internet memes can exist as text, emojis, videos, or gifs, a com-
mon format is that of an image with superimposed text that conveys some type
of message in an epigrammatic style. In the earlier days of the Internet, images
with superimposed text began to propagate via e-mail and message boards. Later,
social networks emerged, allowing memes to viralize [6]. Image memes have be-
come an integral part of Internet culture. With the help of users they are born and
reproduced, often mutated in the process. They are also used to spread political
messages and ideologies. Compared to textual memes, image memes can con-
dense their content and require less attention to be understood. Therefore, they
are likely to be more effective [24].

Many studies have been carried out around memes, mainly focusing on their
evolution [3], predicting their virality [2, 24], modeling their spread with mathe-
matical models [4, 39], or devising algorithms for detecting them [6, 13]. But few,
if any, have dug deeper behind the creators of memes.

Regarding human achievement, viral success is closely related to merit [43].
Therefore, it is natural that memes that were once uploaded anonymously are
now being uploaded by users that are proud of their creations and sign their
memes with their watermark. Some users who post popular memes have achieved
massive followings, and this grants them enormous influence and reach. However,
that would be true of any user on a social network with a big number of followers.
What makes meme creators unique is that they not only have the power to reach
their followers, but two factors greatly expand their scope. First, memes are meant
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2 Introduction

to be spread and shared; hence, followers of meme creators, if they enjoy a meme,
are likely to share it with their friends [40]. Second —and most importantly—
from an original meme, other creators can mutate and alter the original to make
their own, retaining core aspects of the meme such as the underlying image. If
there was an idea or product within it, as the meme and its mutations viralize and
are shared, the idea or product goes viral with it, achieving exposure orders of
magnitude greater than the original reach of the creator of the meme. In Figures
1.1 and 1.2 we can find examples of memes featuring images that originate around
a product.

Figure 1.1: Memes containing a frame
from Gillette’s commercial We Believe:
The Best Men Can Be (2019).

Figure 1.2: Memes containing a frame
from the videogame Detroit: Become Hu-
man (2018).

1.1. Objectives

In this study, we take over the task of providing tools to gain insight into cre-
ators and the relationship between them through a visual analysis of the content
of their memes. More precisely, this project aims to provide the following contri-
butions:

1. A definition of a graph for visualizing relationships between users who post
memes on social networks.

2. Metrics based on graph theory that evaluate and rank users concerning
meme virality.
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3. A process for experimentally building the graph as mentioned earlier with a
new approach for detecting image memes.

4. A demonstration of how this process can be applied to a set of Spanish users
who post memes on Instagram.

Indirectly, by accomplishing the previous contributions, the following objec-
tives will also be achieved:

1. Building a pipeline for extracting and storing large amounts of data from a
social network.

2. Implementing algorithms for detecting memes based on text detection and
image contrast.

3. Extracting features from image data using a Convolutional Neural Network.

4. Clustering images based on their underlying images using their extracted
features.

5. Interpreting results from applying our methodology to a set of users.

1.2. Hypothesis

The following hypothesis can be raised from this project: By building the graph
and computing the metrics that we define, we will be able to visualize relation-
ships between users and rank the users regarding the potential of their memes to
become viral and influence other users.

We believe that some of these users would be overlooked by using standard
metrics for determining influence. As a bonus, by collecting the necessary data
to perform this task we will also be able to have an insight into the memes them-
selves, including their popularity and longevity.
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Chapter 2

Preliminary Concepts

In this chapter we explain concepts needed to fully understand this study in
varying levels of depth depending on their complexity and relevance to the project.

2.1. Social Media Platforms

A social media platform is any medium where a user is capable of broadcast-
ing content to the general public or a subset of the general public. This content
includes images, videos, messages, and sound files. Examples of social media
platforms include YouTube, Facebook, and Twitter. Recent statistics estimate that as
of April 2022 there are 4.65 billion social media users [20] totaling 58.7 percent of
the global population.

2.1.1. Instagram

Instagram is a social media platform focused exclusively on photo and video
sharing. Users can take, edit and publish visual content on their profile, which
can be browsed by any other user (if the user’s profile is public), or only their
followers (if the profile is private). As a user, you can follow any other public user.
By following a user, you make it so whenever you browse Instagram’s main page,
you will be shown the recent content uploaded by that user.

On this platform, a post can contain an image, a video, or a heterogeneous col-
lection of images and videos (albums). They can also have a short text description
which can include tags (hashtags) and a location assigned by the user. Users can
publicly engage with the posts via likes and comments, and privately by sharing
the post with another user or bookmarking (saving) the post. Other features that
Instagram includes are messaging, live streaming, reels, and stories, but these are
not relevant to this study.
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6 Preliminary Concepts

In the implementation of this study, we limited the scope to Instagram. Since
Instagram only allows users to publish images and videos, it is likely to find
users whose content is mainly image memes. Furthermore, Instagram is the third
biggest social media platform [20] and, on this platform, it is common for brands
to partner with influential users (influencers) and publish sponsored posts [10].
Thus, metrics for determining influential users are valuable.

.

Figure 2.1: Instagram’s main page (left) and profile page (right)

2.2. Clustering

Clustering is the procedure of grouping a set of vectors (data points) based
on a distance function. A clustering algorithm has a set of vectors and a distance
function as inputs, and it outputs an integer for each input vector. The integer
assigned to each vector denotes what group the vector belongs in. Clustering al-



2.2 Clustering 7

(a) Hierarchical Clustering.

(b) Centroid-based Clust-
ering.

(c) Distribution-based Clust-
ering.

(d) Density-based Cluster-
ing.

Figure 2.2: Examples of the described types of clustering. Extracted from [16].

gorithms can be divided into several categories. As an example here we describe
four common types of clustering algorithms (Figure 2.2). More detailed informa-
tion and an expanded list of categories can be found in [41].

1. Centroid-based Clustering groups the data points by the closeness of a data
point to the centroid of the cluster. A popular algorithm that falls in this
category is K-means clustering.

2. Hierarchical Clustering assumes that the data follows a hierarchical struc-
ture. Two approaches to this type of algorithm are Agglomerative Cluster-
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ing, where each data point starts as its own cluster, and then the clusters are
merged based on the distance between the clusters; and Divisive Clustering,
where we start with one cluster containing all the data points and then we
iterate by dividing the cluster.

3. Distribution-based Clustering assumes that the data follows a known dis-
tribution such as a Gaussian distribution. The probability of a data point
belonging to a cluster increases the closer it is to the center of the distribu-
tion.

4. Density-based Clustering creates clusters from high density areas. Data
points that are in areas of low density are classified as outliers and not as-
signed to any cluster.

2.2.1. DBSCAN

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is
the algorithm chosen for performing the clustering in this project. DBSCAN is a
density-based clustering algorithm proposed in [14]. For DBSCAN clustering, the
points are divided into Core Points, Reachable Points, and Outliers/Noise.

Figure 2.3: Example of DBSCAN clustering with minPts = 4, extracted from [17].

The criteria for assigning a category to each point are:

1. A point p is a core point if there are more than minPts points within an ϵ

radius.

2. A point q is directly density reachable (DDR) from a core point p if the distance
between q and p is lower than ϵ.

3. A point q is density reachable (DR) from another point p if there is a path
p = p0, p1, . . . , pn = q where each pi+1 is directly density reachable from pi.
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4. Two points p and q are density-connected (DC) if there exists a point o such
that p and q are reachable from o.

5. All other points are outliers.

Clusters are then defined as groups of points where all the points are mutually
density-connected and contain every density-reachable point from another point
in the cluster (Figure 2.3).

2.3. Graphs

Concepts related with graphs will be detailed in this section, since, although
basic, they are essential for this study.

A directed graph G = (V, E) consists of a non-empty finite set V whose elements
are called vertices (or nodes) and a finite set E of distinct ordered pairs of distinct
elements of V called edges. An edge (v, w) is said to join the vertices v and w. A
representation of an example of a directed graph is shown in Figure 2.4.

1

2

3

4

5

Figure 2.4: Representation of a directed graph (V, E) with V = {1, 2, 3, 4, 5} and
E = {(1, 2), (1, 4), (1, 5), (2, 4), (3, 4), (5, 3)}.

Let (V, E) be a directed graph. If a function w : E −→ R+ is given, we call it a
weight function and say that (V, E, w) is a directed weighted graph.

From now on, let G = (V, E, w) be a directed weighted graph with vertices
V = {v1, . . . , vn}. The adjacency matrix, A, of G is a square n× n matrix:

A = (ai,j), i, j ∈ {1, . . . , n}, with ai,j = w(vj, vi).

The following metrics will be relevant for the formalization of the main prob-
lem in this project:



10 Preliminary Concepts

The out-degree of a vertex vi is the number of outgoing edges from vi:

dout(ui) = #{e ∈ E | e = (ui, uj), i, j ∈ {0, . . . , n}, i ̸= j}.

The in-degree of a vertex vi is the number of incoming edges to vi:

din(ui) = #{e ∈ E | e = (uj, ui), i, j ∈ {0, . . . , n}, i ̸= j}.

The weighted out-degree of a vertex vi is the sum of the weights of the outgoing
edges from vi:

wdout =
n
∑

j=0
j ̸=i

w(ui, uj).

The weighted in-degree of a vertex vi is the sum of the weights of the incoming
edges to vi:

wdin =
n
∑

j=0
j ̸=i

w(uj, ui).

A community of a graph is a subset of vertices that are densely connected to
each other. For example, if our graph represents social connections, the commu-
nities in this graph will be a representation of social circles.

2.3.1. PageRank

The PageRank algorithm applied to a directed graph measures the importance
of each of its vertices taking into account the number of incoming edges and the
importance of the source vertices of these edges. In short, a vertex will be impor-
tant if other important vertices link to it. It was first used to rank web pages in the
Google search engine and it was first defined in [36]. Most often this algorithm is
described with a random walk approach, in which the PageRank value for a vertex
vi is interpreted as the probability that by infinitely and randomly navigating the
edges of the graph we end up in vi.

To describe the probability of transitioning from one vertex to another, the tran-
sition matrix M is used. It is defined as M = AD−1 where D = diag({∑j ai,j}). The
transition matrix can be thought of as a column-normalized adjacency matrix. The
sum of each of the columns in M equals one and every element is non-negative.
Thus, M is column stochastic.

Let pk = (pk
1, . . . , pk

n) be the probability of being at each of the vertices after
taking k steps, with p0 =

( 1
n , . . . , 1

n

)
. By iteratively multiplying with the transition
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matrix we obtain a Markov chain with which we can obtain pk at every step. After
infinitely many steps, we have:

pk+1 = Mpk k→∞−−→ p = Mp.

From this, we can see that p is an eigenvector for the eigenvalue 1. In practice,
this eigenvector can be computed using the power method, which is equivalent to
computing the Markov chain until the value of p converges.

This formulation of the PageRank algorithm has issues. First, nodes that do
not have any outgoing edges will set the probability of reaching any other page
to 0. Second, the graph can exhibit cycles that make the power method diverge, and
third, when the graph is formed by more than one connected component there
will be multiple linearly independent eigenvectors of eigenvalue 1. The first issue
is solved by adding virtual edges from the problematic node to all the nodes in
the graph. To address the second and third issues, the following reformulation of
the transition matrix was proposed in [36]:

M̃ = (1− d)M + d
n I.

Here M̃ is referred to as the Google matrix and d is the damping factor, set to 0.15.
The Google matrix fixes the aforementioned issues by allowing for transitions from
any vertex to any other vertex with probability d.

If A is the adjacency matrix for a graph (V, E, w), the reverse PageRank of the
node v is the value that the PageRank algorithm for the graph with adjacency ma-
trix At (transpose of A) assigns to v. By computing the PageRank in this manner,
one gives importance to the outgoing edges instead of the incoming edges.

2.4. Convolutional Neural Networks

In this section, we provide a surface-level explanation of convolutional neural
networks and transfer learning. For more details, we refer to [38].

Neural networks are computational models inspired by the human brain, based
on a set of neurons and the connections between them. The connections between
these neurons emulate the synapse —the process in which a neuron sends a signal
to a connected neuron. These networks are often defined by their layers (each
layer containing a subset of neurons) and the connections between a layer and the
previous one (Figure 2.5). The first layer is the input layer and the last layer is
the output layer. The synapse process is emulated by adding the weighted input
connections to the neuron and computing the image of this value by a non-linear
function (activation function).
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To compute the output of a neural network for an input, the activation for each
neuron is computed, layer by layer. The performance of a neural network is eval-
uated by a loss function, which yields a measure of how incorrect the predictions
of the neural network are. The lower the loss, the better. The objective is, then, to
find the weights in the network’s connections that minimize this loss. The process
of tuning these weights to minimize loss is called training the neural network.

Figure 2.5: Diagram of a 3-layer neu-
ral network. Extracted from [38].

Figure 2.6: Diagram of a convolutional
neural network. Extracted from [38].

The layers in traditional neural networks are defined as vectors of neurons
with each layer fully connected to the previous one. Therefore, the input to a
neural network can be any information that can be written in vector form. For
instance, an image of width W, height H, and 3 channels (red, green, and blue)
can be written as a vector of size W × H × 3. With this conversion a problem
arises: we have lost the spatial information. To input images into the network and
preserve this spatial information we have to adapt our neural networks. For this
purpose, Convolutional Neural Networks (CNNs) were born. CNNs have the neurons
in the layers arranged in 3 dimensions (Figure 2.6), and unlike conventional neural
networks, the neurons in a layer will be only connected to a small area of the
previous layer. This decreases the number of parameters of the network to make
it feasible to work with images in the realm of hundreds of pixels wide and high,
and makes it so a convolution operation takes place when the activation of a neuron
is computed.

The CRAFT text detector. The Character Region Awareness For Text detection
algorithm (CRAFT) is a text detector [1] based on a convolutional neural network,
which, given an input image, enables us to get a set of polygons that contain the
detected text in the image and a heat map of character detection (Figure 2.7). The
main advantage of this implementation is that it is able to detect text of any shape
with high accuracy.
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Figure 2.7: Results of the text detection using CRAFT. (a) Heatmaps. (b) Detection.
Extracted from [1].

2.4.1. Transfer Learning

Training a neural network requires large amounts of labeled data. The process
of collecting and labeling this data can be extremely time-consuming or even im-
possible if there is not much data related to the problem we are trying to solve.
However, if our problem is a particular case of a problem that has already been
attempted using a neural network with an identical structure to ours, we can lever-
age the weights learned in their training process and use them for our task. This
method of choosing our network’s weights is called transfer learning.

For example, there have been several attempts at classifying pictures into mul-
tiple categories depending on their content, such as the attempts at the ImageNet
1000 challenge, where a dataset of images and labels is provided and the goal is
to classify each image in one of 1000 categories with the maximum accuracy pos-
sible. These categories are general enough that a neural network that performs
well in this challenge effectively serves as a generic model of the visual world.
We can then adapt this model to suit a more specific computer vision task by
re-configuring the output layer of the model.

2.5. Inpainting

Inpainting is the process of improving the quality of an image by filling in parts
of the image that were deteriorated. It can be applied to an image in any medium.
The first modern use of inpainting can be traced to Pietro Edwards in the 18th
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century. Nowadays the process of inpainting an image can be performed digitally,
manually with the help of specific software, or automatically using inpainting
algorithms. The process of inpainting can be extended to be applied in areas that
are not necessarily damaged, but that wish to be removed.

The basic idea of the inpainting algorithms is to replace selected areas with
pixels similar to neighboring pixels so that the damaged area matches the region
it is in. There have been several implementations of inpainting algorithms using
different techniques. In this study, we use the Navier–Stokes inpainting algorithm
[5], which is based on fluid dynamics. It sees the image intensity values as a
stream for a two-dimensional incompressible flow. By solving the Navier–Stokes
fluid dynamics equations for the desired areas, these areas will be filled with the
surrounding fluid, which translates to being painted with the value of surrounding
pixels.



Chapter 3

Related Work

Recent studies in network analysis have analyzed how culture and behavior
are spread via social network ties, yet without focusing on the phenomenon that
revolutionized culture spread in social networks, namely memes. Likewise, stud-
ies in computer vision have analyzed image memes and have attempted to detect
memes or cluster them together, without taking a look at the users who post them.
This study bridges the gap.

3.1. User Influence in Social Networks

Many studies have reported that behaviors or preferences of people can spread
via social ties in social networks, mainly getting their knowledge through surveys
[8, 11, 23]. However, to our knowledge, only [42] has derived characteristics of
users from what the users post online.

In [42] a CNN was used to classify the images that a user posted on Facebook
into 920 different categories that fall within sports, animals, clothes, food, furni-
ture, music, plants, structures, places, scenes, and vehicles. For performing this
task they trained the deep residual network ResNet-50 [18] with manually labeled
data from the images that the users post online. Then, the categories of the im-
ages of the users were compared among friends and random users. Their results
indicate that the content of the user’s photographs is temporally correlated with
that of the photographs of their friends, indicating that influence may occur. Ad-
ditionally, as they also have geographic and temporal data for images, they could
observe spatio-temporal trends like the dominance of Australia regarding surfing
images and that of North and Central America regarding images containing tacos.

15
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3.2. Meme Detection and Clustering

There have been studies that use memes and phrases extracted from news and
blogs to track and study the dynamics of the news cycle [22] and research into
clustering text-based memes on Twitter [15]. More in line with our study, the re-
search in [44] was able to cluster image streams using perceptual image hashes
(pHash). A perceptual image hash is an algorithm that produces a fingerprint of
an image, with the property that visually similar images have similar fingerprints.
They then assign the images using their fingerprints to clusters that were previ-
ously identified using meme annotation from sites such as “Know Your Meme”.

One recent approach to meme detection is the Memesequencer model devel-
oped in [13]. In this study, they first separate the underlying image from a meme
by matching the meme with a previously cataloged meme format, then they create
an embedding using a variety of models. The best performing model was a multi-
modal deep learning approach, using a deep residual network ResNet-18 [18] for
extracting image features concatenated with SkipThought text features. Finally,
they construct an evolutionary tree for these meme formats. As noted, the re-
search in [13] is limited to memes that have identifiable meme formats previously
documented on sites like Memegenerator or Quickmeme.

Another approach to meme detection is the Meme-Hunter model from [6],
which also uses multi-modal deep learning. Their model combines image features
extracted with a ResNet-18 [18], text features extracted with a Long short-term
memory neural network, and facial detection. This model is then used for detect-
ing political memes on Twitter related to US and Swedish elections. Then, they
map the evolution of the memes using nearest neighbors clustering with the fea-
tures extracted from their detection model. Finally, they study how meme formats
are used in left and right-wing contexts. Although the research in [6] shows great
results, they only consider memes as pictures with superimposed text in impact
font or text placed in white space over a picture. They do not give a reason for
this criterion.

Contrary to these works, our approach to meme detection fits a much broader
definition of meme and is more in line with the ever-changing landscape of memes,
as it does not require the template to be previously cataloged.



Chapter 4

Formalization of the Problem

In this section, we detail concepts about memes and formalize the context of
our problem by providing definitions that build on top of the concepts explained
in Chapter 2. Through the study of a graph, we obtain a visual representation of
the relationships between the users. Metrics derived from this graph serve as a
tool to rank these users concerning their influence and get a deeper knowledge of
the inner workings of meme virality in social networks.

Definition 4.1. A meme is a virally transmitted image embellished with text, usu-
ally sharing pointed commentary on cultural symbols, social ideas, or current
events.

This definition of meme could be expanded to contain videos, text, or simply
cultural references. However, within this study we only consider image memes.
Examples of memes can be seen in Figure 4.1.

Figure 4.1: Three memes. Figure 4.2: A meme for-
mat known as “Galaxy
Brain” [28].

17
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A meme format can often be used to create more than one meme by adding or
changing the existing embellishments. An example of a meme format is shown in
Figure 4.2.

For any meme format, there exists a meme that used it first. Given a set of
users U and a meme format F, the pioneer of F within U is the user u ∈ U who
published the oldest meme with the format F. If the set of users is the set Utot

of all users on all social media platforms, we refer to the pioneer as an absolute
pioneer.

Definition 4.2. Given a set of users U = {u0, . . . , un}, not necessarily belonging
to the same social network platform, we define the meme influence graph of U as a
directed weighted graph (U, E, w) with the following properties:

1. A pair (ui, uj) with i, j ∈ {0, . . . , n} and i ̸= j is in the set E of edges if the
user uj has posted a meme whose meme format was pioneered by ui.

2. w(ui, uj) is the number of memes posted by uj whose format was pioneered
by ui.

A meme influence graph M = (U, E, w) is called maximal if U = Utot, that is, if
every user in every social media platform is in the set U.

The metrics depicted in Section 2.3 describe the following user characteristics
when applied to a meme influence graph (U, E, w):

The out-degree of a user u is the number of other users who have used a
meme format pioneered by u.

The in-degree of a user u counts how many other users have pioneered meme
formats that u has used.

The weighted out-degree of a user u is the number of memes published by
other users who have used a meme format pioneered by u.

The weighted in-degree of a user u indicates how many memes have been
published by u with a format pioneered by another user in U.

Definition 4.3. The score for a user u is the value that the reverse PageRank algo-
rithm (defined in Section 2.3.1) assigns to u.

For a maximal influence graph, degrees can be interpreted as follows. The out-
degree of u is the number of users who have been inspired by memes of u, while
the in-degree is the number of users who have influenced u when creating memes.
The weighted out-degree of u is the number of memes that have been influenced
by u, while the weighted in-degree of u is the number of memes from u that have
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been influenced by some other user. Since a user, when creating a meme, can be
inspired by a meme from a user who is not the pioneer of the meme format, the
influence from a pioneer on a user is assumed to be indirect. In the case of a non-
maximal influence graph (U, E, w), we can also use the previous interpretations
but with some nuances. Suppose that the pioneer is not the absolute pioneer of
a meme format. In that case, there might not even be an indirect relationship of
influence, since given a user uj in a set of users U who published a meme with a
format F with pioneer ui ∈ U, there exists a possibility that uj first saw the format
F from another user ul ̸∈ U. Therefore, the relationship of influence on a meme
influence graph that is not maximal has to be interpreted as potential influence.
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Chapter 5

Implementation

The process for building a meme influence graph (Definition 4.2) is outlined
in Figure 5.1. The input to this system is a set of users U and the output is the
meme influence graph for that set of users. In this chapter we describe a detailed
implementation of this system.
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Figure 5.1: Flow diagram for the creation of a meme influence graph.

5.1. Data Scraping

Even though a meme influence graph is defined for any users belonging to any
social media platform, in this project we have limited the implementation’s scope
to one social media platform. The chosen social media platform is Instagram,
for the reasons outlined in Section 2.1. Data for Instagram were extracted by
storing the responses of Instagram’s API to the calls that the browser made when
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browsing relevant data. The data accessed in this study are 100% public and
accessible by anyone.

Table 5.1: Features stored from each of the users. Features under the dashed line
are computed after processing all the posts from the user.

Feature Type Description

username String Username of the user
full_name String Name of the user
biography String Description of the user profile
is_business Boolean Whether the user has a business account
is_private Boolean Whether the user profile is private or public
is_verified Boolean Whether the user profile
follower_count Integer Number of users following this user
following_count Integer Number of users this user follows
post_count Integer Number of posts published by this user
profile_pic_url String URL to the user’s profile picture
average_comments Float Average number of comments per post
average_likes Float Average number of likes per post
average_views Float Average number of views per post

meme_ratio Float
Percentage of posts that have been
detected as memes by the meme detection

Table 5.2: Features stored from the publications. Features under the dashed line
are computed after processing the image. Features with an asterisk are only valid
for videos.

Feature Type Description

caption_text String Text of the post
code String Text that identifies the URL
is_video Boolean Whether the media is a video
comment_count Integer Number of comments in the post
view_count* Integer Number of views of the post
like_count Integer Number of likes on the post
taken_at Timestamp Date and time the post was published in
thumbnail_url String URL to the thumbnail of the media
video_url* String URL to the video
user.username String Username of the user that published the post
user.full_name String Full name of the user that published the post
usertags Array of Strings Hashtags associated with the post

is_meme Boolean
Whether the image has been detected
as a meme by the meme detection
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Retrieving user data is not strictly necessary for building a meme influence
graph, but having some user characteristics enables us to interpret the graph and
compare the metrics from the graph to the existing features of the users. In Ta-
ble 5.1 we can see a list of the relevant features from the users extracted from the
platform.

When browsing the user’s publications (or posts), the only essential informa-
tion is the images within them. As with the user data, features from publications
were also valuable for later study, so they were extracted as well. Features ex-
tracted from posts can be seen in Table 5.2. In this process, videos have been
treated as images using their first frame. The first frame of a video is a good rep-
resentation of the media in this context, since meme videos using the same format
have very similar first frames.

5.2. Meme Detection

Algorithm 1 Meme Detection Algorithm
Require:

I := image to process of size (w, h)
α, β := lower and upper bounds for the text-to-image area ratio
γ := minimum standard deviation threshold

Ensure:
true if the image is detected as a meme, false otherwise

1: p← text detection(I) ▷ Detect areas containing text on the image using CRAFT [1] text detector
2: Atot ← w× h, Atext ← area(p) ▷ Compute total image area and text area
3: r ← Atext/Atot ▷ Compute text-to-image area ratio
4: if r ̸∈ (α, β) then ▷ If the text-to-image area ratio is not within bounds
5: return false ▷ The image has either only text or no text and it is not a meme
6: end if
7: Iinpainted = inpaint(I, p) ▷ Inpaint I using Navier–Stokes [5] with p as inpainting mask
8: σ = std(Iinpainted) ▷ Compute standard deviation of grayscale values of the inpainted image
9: if σ ≤ γ then ▷ If after text removal the image has high grayscale deviation

10: return false ▷ There was no content of substance left after removing the text, so it is not a
meme

11: else ▷ If after text removal the image has low grayscale deviation
12: return true ▷ There was an underlying image after removing the text, so the image is a

meme
13: end if

For detecting which of the downloaded images are memes, none of the meth-
ods previously used (detailed in Chapter 3.2) were useful in this context, since
they are extremely limited in their definition of meme, so a new algorithm was
required. In line with our broad definition of meme, the task that the meme detec-
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tion algorithm had to perform was to discard images with no text or no underlying
image. The process used to perform this task is described in Algorithm 1.

Our meme detection algorithm starts by detecting the regions containing text
in the image with the CRAFT text detector (Section 2.4). From the text regions, we
compute the total text area by using Gauss’s area formula. Then, we compute the
total image area and the text-to-image area ratio r. To discard images that have
no sign text or are mostly text, if r is not within our upper and lower bounds of
text-to-image area ratio (denoted by α and β, respectively), we conclude that the
image is not a meme.

Now we are onto the task of detecting images that have no underlying image
in their composition. This was not accomplished by the previous step because
text-only images can contain white space around the text for aesthetic purposes
(padding, decoration...) and that drives the text-to-image area ratio down. To
determine if the area not containing text is of substance, we first remove the text
detected in the previous set using the Navier–Stokes inpainting algorithm (Sec-
tion 2.5) with the detected text areas as the inpainting mask. Once the text has
been removed from the image, we evaluate if there is any content left by com-
puting the standard deviation σ of the gray level values of the inpainted image
converted to grayscale. The value of σ can be thought of as a measure for image
contrast. If σ is lower than a specified threshold γ, we conclude that the image is
not a meme, while if it is higher then the input image is classified as a meme.

5.3. Embeddings

From a text-free meme, we have to extract features to have a lower-dimensional
representation of the source image that enables us to determine differences in
content between two images by comparing their features. Using text-free memes
instead of the original memes with text makes the underlying meme format ex-
posed. This diminishes the differences between memes using the same meme
format and makes it easier to cluster them together in the next step.

We use the convolutional neural network VGG16 [37] for extracting these fea-
tures. We leveraged transfer learning (Section 2.4.1) by using the network with the
weights from the ImageNet challenge. In the context of the ImageNet challenge,
the network had to classify images into 1000 different categories. To adapt the net-
work to the task at hand, we set the output to the second-to-last fully connected
layer, bypassing the classifier layers and giving an output of 4096 dimensions (Fig-
ure 5.2). This neural network and weights combination was chosen because it
gave good results for characterizing memes in the past in [2] which had a broader
meme definition than [6] and [13].
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Figure 5.2: VGG-16’s architecture, with the output for our embeddings in pink.
Adapted from [25].

5.4. Deep Image Clustering

To cluster memes into groups sharing the same meme format, we input the
embeddings into a clustering algorithm, namely DBSCAN (Section 2.2.1). We
apply Principal Component Analysis (PCA) to reduce the dimensionality of the
samples to 1024 for improving efficiency. The main downside to this algorithm is
that it is not an incremental algorithm and every time new samples are added, the
algorithm has to recompute the cluster label for the entirety of the samples.

5.5. Meme Influence Graph

Finally, we build the meme influence graph (Definition 4.2). We add input
users as nodes and then, for each cluster, we create edges from the pioneer of a
cluster to the authors of the rest of the memes of that cluster (Algorithm 2). After
building the graph, we compute the metrics defined in Section 4.
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Algorithm 2 Meme Influence Graph Construction
Require:

U := a set of users
C := the set of clusters containing the memes of the users in U

Ensure:
(N, E, w) a meme influence graph for U

1: N ← U
2: for all c ∈ C do
3: p← earliest meme in c
4: for all m ∈ c \ {p} do
5: if p.user ̸= m.user then
6: w((p.user, m.user))+ = 1
7: if (p.user, m.user) ̸∈ E then
8: add (p.user, m.user) to E
9: end if

10: end if
11: end for
12: end for
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Results

This chapter contains the results of using our implementation to build the
meme influence graph for a selected set of users. This implementation has been
coded using Python, and a NoSQL database (MongoDB) has been used for locally
storing the data generated at each step of the process.

6.1. Data Scraping

The users were selected starting from a small set of users who publish memes
and adding more users to the set by exploring the recommendations of similar
users that Instagram offers. The initial set of users contained accounts that publish
memes in Spanish and Catalan. This criterion was established to obtain a set of
users that we expect to be densely connected in their meme influence graph. The
time frame of the posts was limited to a period comprised between January 1st,
2017 and April 23rd, 2022. In this set, there are 91 users and 457,101 media.
Within it, we find users who post general topic memes but also some who post
topic-specific memes, such as football-themed, music-themed, or region-themed.

6.2. Meme Detection

The meme detection parameters (α, β, γ) were found experimentally by select-
ing a random sample of the images on the dataset and splitting it into memes
and non-memes using the meme detection algorithm. False positives and false
negatives were manually identified and the thresholds were adjusted. This step
was repeated several times until adjustments to the values were negligible. With
this procedure, the following values were found: α = 0.018, β = 0.4, γ = 26.
Since standard deviation can vary depending on the size of the image, the images
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were resized to 224× 224 pixels, matching the required dimensions for an input
image to the neural network VGG16. Through our findings, we notice that JPEG
compression can introduce artifacts that artificially raise the standard deviation of
the image. Hence images that have been compressed several times show a higher
standard deviation.

In Figs. 6.1 and 6.2 we can see examples of how our meme detection algorithm
processes the images. After applying the meme detection algorithm to all the im-
ages in our dataset, 342,984 out of 457,101 images (75%) were detected as memes.

Figure 6.1: Images correctly detected as memes. Classification is based on text-
to-image area ratio and standard deviation of gray values of the inpainted image
converted to grayscale (Algorithm 1).

Figure 6.2: Images correctly classified as non-memes because of high text area and
low standard deviation of grayscale values, respectively (Algorithm 1).
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Figure 6.3: Some of the images in four clusters.

6.3. Embeddings and Clustering

The inputs to the VGG16 neural network were the text-free memes generated
in the previous step, in a size of 224× 224 pixels and preprocessed according to
the needs of the neural network: the images were converted from RGB to BGR;
then each color channel was zero-centered with respect to the ImageNet dataset.
The embeddings were then reduced in dimensionality to 1024 components using
PCA. By using 1024 components, we retain 87.65% of the variance and the time
spent for clustering went from 7 hours 44 minutes to 1 hour and 8 minutes.

The DBSCAN clustering algorithm was used with the cosine distance as a
metric, a minimum samples per cluster value of 3, and an epsilon value ϵ = 0.12.
The epsilon parameter for the algorithm was tuned manually by selecting a small
number of memes with popular meme formats and visualizing their clusters with
an initially big epsilon value. The epsilon value was lowered in small increments
until the only memes left in the selected meme’s cluster were memes with the
same meme format. The clustering was able to group memes using the same
meme format (Figure 6.3). On our dataset, the algorithm found 13,663 clusters
containing 82,801 memes, and 260,183 memes were detected as noise.

Here we notice the main downside of using transfer learning instead of re-
training the network to our specific problem. The embeddings (and by extension
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cluster labels) show a clear bias towards ImageNet categories, namely if a meme
fits well in a certain ImageNet category it is very likely that it will be clustered
with images in the same category. For example, all memes featuring dogs of the
breed Golden Retriever are clustered together even though they might not use the
same meme format (Figure 6.4). Lowering the epsilon value for the clustering
algorithm does not fix this issue since memes that fall in the same ImageNet cate-
gory are closer in our feature vector space than memes that share the same meme
format but do not fall in a specific category. The clusters that were too broad and
incorporated multiple meme formats were discarded when building the graph.

Figure 6.4: Cluster of memes featuring dogs of the breed Golden Retriever, category
#207 of the ImageNet challenge. It can be appreciated that most of the memes do
not share the same meme format.

In this step, we can also observe images that were false positives in our meme
detection algorithm. Since these false positives defy our meme detection for sim-
ilar reasons, they are often clustered together and can be removed from our data
as a group. In Figure 6.5 we can see clusters with false positives. These images are
images that after text removal still have high contrast. Therefore, their standard
deviation was higher than our threshold and were wrongly classified as memes.

Another challenge was dealing with the watermarks that users add to the
memes when creating their own versions of memes. Most of these watermarks
are just a superposition of their username, and since it is text, it gets removed by
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Figure 6.5: Clusters from the main dataset that were discarded after clustering
because the images were false positives in the meme detection. The cluster on the
left contains tweets with colored backgrounds and the one on the right screenshots
from text messaging apps.

the meme detection step. However, we observed that some users use a logo- or
symbol-based watermark instead of a text-based one, which cannnot be removed
by our processing. This makes it so the memes from this user will be further apart
from the rest of the memes sharing the same meme template and, in extreme cases,
might form their own cluster.

6.4. Influence Graph and Metrics

We built the meme influence graph and computed the metrics defined in Sec-
tion 4. The graph for our anonymized set of users is shown in Fig. 6.6, where high
score nodes can be easily identified. By computing the Pearson correlation coeffi-
cient between each of the pre-existing characteristics of the users and each of our
metrics, we found that the follower count had low positive correlations with score
(ρ = 0.29), weighted in-degree (ρ = 0.27), and weighted out-degree (ρ = 0.30).
Hence we conclude that the number of followers, which is frequently used for
determining the importance of a user [19], was unable to tell the difference be-
tween incoming influence and outgoing influence in our set of users. The number
of posts published by these users had a high correlation with score (ρ = 0.69),
weighted in-degree (ρ = 0.85), and weighted out-degree (ρ = 0.73). This matches
the intuition that the more posts a user makes, the more opportunities for their
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Figure 6.6: The meme influence graph for our set of 91 users. Nodes are labeled
from 1 to 91; node size represents follower count; node color represents score
from 0 (blue) to 0.13 (yellow); edge thickness represents edge weight; edge color
matches the source node color; edge directions are represented clockwise.

memes to influence or be influenced. No correlation higher than 0.10 was found
for average likes and comments per post with influence per post (weighted out-
degree/media count), indicating that user engagement in posts does not correlate
significantly with more influential memes. Meme-to-image ratio also had no sig-
nificant correlation with our metrics, showing that how dedicated a user is to
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posting memes does not correlate to how influential his memes are. Further cor-
relation coefficient values between metrics and user characteristics are shown in
Figure 6.7.

Figure 6.7: Correlations between graph metrics (y axis) and user features (x axis).
The color scale denotes absolute value.

Although most meme formats in this dataset were not topic- or region-specific,
we found communities of users sharing memes that match a certain topic or ge-
ographic area using the Clauset–Newman–Moore [12] community detection algo-
rithm on our graph. There were communities posting football-related memes and
others related to territories. Most users were not included in any community with
a relevant trait.
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Table 6.1: Meme formats of the main dataset ranked by the number of unique
users that have used the format.

# Meme format #users (%) #memes (%)

1 Yes Chad [35] 45 (49.45%) 191 (0.05%)

2 Drakeposting [27] 34 (37.36%) 238 (0.07%)

3 Galaxy Brain [28] 33 (36.26%) 143 (0.04%)

4 Swole Doge vs. Cheems [31] 30 (32.96%) 85 (0.02%)

5 Types of Headaches [33] 26 (28.57%) 70 (0.02%)

6 Woman Yelling at a Cat [34] 25 (27.47%) 76 (0.02%)

7 Math Lady / Confused Lady [30] 25 (27.47%) 56 (0.02%)

8 Awkward Look Monkey Puppet [26] 24 (26.37%) 78 (0.02%)

9
I Bet He’s Thinking About Other

Women [29]
24 (26.37%) 78 (0.02%)

10 Traumatized Mr. Incredible [32] 24 (26.37%) 45 (0.01%)
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6.5. Meme Formats

By processing all the necessary data for building the meme influence graph,
we not only have an insight into the users in our dataset but also about the meme
formats themselves. We now have data from which we can extract their popularity
(Table 6.1) and temporal use (Figure 6.8). The most popular formats in our dataset
are popular enough on the global scale that they have been cataloged on sites like
“Know Your Meme” and they have an assigned name. By using Google Trends
(trends.google.com) we can get a measure of the popularity of a search term in
the Google search engine in a particular time frame. We extracted this data for
the names of the 5 most popular meme formats in our dataset in the timeframe
that our images were posted in. We then superposed our data and the data from
Google (Figure 6.9). We can observe that the use of the meme formats by our
Spanish creators generally matches the popularity of the names of the meme for-
mats as search terms, except in the case of the Galaxy Brain format. We can also
notice that our users were months late to the popularity of the Yes Chad format,
and early to the popularity of the Woman Yelling at a Cat format.

Figure 6.8: Histogram showing the number of memes published using a given
meme format each month.

trends.google.com
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Figure 6.9: Comparison of the top 5 meme formats use each month (box plot) with
the google trends data for searching the name of the meme template (line plot).
The search terms match the meme name except in the case of Drakeposting, where
Drake meme was used as a search term since the term Drakeposting’s popularity was
very low. The types of headaches meme format was discarded because the name has
multiple meanings as a search term.
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Conclusions and Future Work

We have presented a graph and metrics that serve as tools to visualize the
influence and the relationships of meme creators, and provided a pipeline for con-
structing the graph and computing the metrics. Our objectives have been achieved
by building a pipeline for extracting and storing large amounts of data from In-
stagram, implementing our meme detection algorithm, extracting features from
image data using a CNN, and clustering images based on their underlying images
using DBSCAN. By applying our definitions to a set of users who post memes we
have verified our hypothesis, as by building the graph and computing the met-
rics we have been able to visualize relationships between users, rank them, and
show that some of these users would be overlooked by using standard metrics for
determining influence. Finally, we have also been able to give an insight into the
memes that these users post.

Our ranking method can be applied, for example, to select candidates from a
set of users for a marketing campaign using memes. Since users with high scores
are those whose content has been influenced the least by other users in the graph
and are the most likely to have influenced other users, by basing our criteria on
their scores we ensure that memes generated by the selected users have the highest
chance of viral spread through other users and reach an audience bigger than
their group of initial followers. Using our graph, we can detect users who can
be considered as “hidden gems”, that is, users with a high score although they
may not rank high concerning their number of followers. For example, user #35
in Fig. 6.6 has the highest score but ranks 13th regarding the number of followers.
By finding these “hidden gems”, we can optimize the budget of a campaign by
selecting users with a high score-to-follower ratio.

37



38 Conclusions and Future Work

7.1. Limitations

The purpose of the data used for evaluation in this work is to illustrate how
our graph and metrics can be applied. This small-scale experiment does not at-
tempt to characterize Instagram as a social network or extract information about
general meme format use or virality, although observing such characteristics is not
out of the question if the experiment is scaled to encompass a significant number
of users. The set of users chosen for this example does not represent a general
population of users; therefore, the methodology can be extrapolated to other sets
of users but not the results. The metrics and connections also need to be carefully
interpreted according to their definition and interpretation as explained in Sec-
tion 4, since it is very likely that users have relationships with other users who are
not represented in the graph.

7.2. Future Work

Future studies can expand on the foundations that this project lays by different
means. First, the feature extraction model could be improved by training it from
scratch or by concatenating it with other models such as face detection, text senti-
ment analysis, or text feature extraction. This later improvement would transform
the model into a multi-modal model, following the steps of the related work in
[6, 44]. Second, the implementation could be made more scalable by using an
incremental clustering algorithm such as the incremental DBSCAN clustering al-
gorithm provided in [9], which would not require computing the cluster labels
for all the samples when a new one is added. Finally, our methodology could be
implemented on a representative sample of users for a social network, region, or
topic, from which significant conclusions regarding influence and meme format
use could be derived.
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