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Comparison of Spatio-Temporal Hand Pose Denoising Models

by Johnny NUNEZ

Human pose is present in computer vision digitalization, but errors always oc-
cur in data capture. As a result, these are very frequent in datasets used for other
research lines, particularly for parts of the body that are moving continuously, such
as the hands. Such undesired noise can be extremely harmful to many downstream
tasks like human behavior analysis, forecasting, or action spotting, among others. In
this thesis, we present a systematic comparison of several state-of-the-art approaches
for hand pose denoising on video sequences. Such methods are also evaluated in
the frequencial space, which have provided important performance boosts in other
closely related fields. We use the hand annotations available in a recently released
dataset: UDIVA v0.5. Additionally, we present an innovative perturbation algorithm
to generate noisy hands while maintaining hand structure and coherence. Our re-
sults demonstrate that our approach succeeds in denoising the hands’ trajectories,
unlike other state-of-the-art studies which do not address this issue. We also achieve
very satisfactory results in human pose denoising. This opens new challenges for
model improvement on extremely noisy and occlusion pose cases.
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Chapter 1

Introduction

In computer vision, human pose estimation consists in determining the position of a
person or an object from an image or a video. These poses are represented through
keypoints (also referred to as landmarks or joints) in image space, and connected
together, resembling the structure and symmetry of the human body. This is useful
to simplify how a computer understands how to identify a person’s posture, both
the position of the human pose and the orientation relative to the camera in relation
to a given person or object. This technique is widely used in applications such as
the metaverse, video games or movies, where it greatly facilitates the work of the
creators of this type of content. The current methods are based on identifying and
estimating the human pose given an image, but the most recent methods have been
extended to video, where it is a much bigger problem since you get a historical con-
text of the human pose through a sequence of images. These current methods are
not perfect, which leads to noise generation, for example, a reference point being far
away from the reference point in image space. There are also problems in reference
to the reconstruction of the human pose, obtaining incomplete skeletons, according
to this problem, we need methods that fix these poorly estimated or noisy poses. So,
pose estimation is linked to a process of pose refinement or pose denoising.

There exists a wide range of datasets that have human pose information (see Bar-
quero et al., 2022b for a review), not only through audiovisual data but also through
labeled data by humans or data extracted from automatic algorithms, such as land-
marks, gaze direction, 3D shapes, etc. Some of the datasets that contains human
pose are: Johnson and Everingham (2010), Ionescu et al. (2014), Lin et al. (2014), Li
et al. (2019b), Marcard et al. (2018), Andriluka et al. (2014), Giiler, Neverova, and
Kokkinos (2018), and Zhang et al. (2019). These datasets containing automatic ex-
tractions may themselves have limitations by the estimation algorithm itself because
pose estimation may not be consistent. Therefore, the refinement of poorly detected
or poorly constructed poses is needed.

Unfortunately, the way to solve this challenge is to hire human annotators and
fix the incorrect poses manually through visual inspection, which is time-consuming
and potentially inconsistent, since each person may have different opinions about
a poorly performed pose. Another solution could be the use of interpolation tech-
niques, to approximate poses through other poses, but such interpolations may have
a very limited application, since they only estimate an unknown value between two
or more known keypoints. This allows us to model or apply smoothness to abrupt
changes, therefore it is only allowed to be used with already known data, and not
with occluded human poses for example. When estimating a pose, estimation errors
often occur because the person does not appear in the image, or appears partially. In
videos, it often happens that there may be segments where the part of the body to be
considered is totally occluded, losing the information of the temporality in that seg-
ment, giving way to the generation of totally stochastic poses. There are cases where
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more than one object or person appears in the image, this can confuse the estimation
algorithms in assigning reference points of the object or person, deforming the hu-
man pose. Therefore, sufficiently robust and fast algorithms are needed to improve
all existing solutions.

Recent studies (Mao, Liu, and Salzmann, 2020) indicate that the use of Deep
Learning is a solution to consider, both for static images and videos, being able to
find solutions through the spatial information of the image itself or with tempo-
ral information, by learning from the past and the future of a corrupted segment.
The objective of this thesis is to find a solution for 3D hand landmarks, because it
is the noisiest part of the human body, as it is constantly moving and difficult to
detect using pose estimation algorithms. The study is performed on automatically
extracted landmarks. Our work is evaluated on the UDIVA v0.5 dataset (Palmero
et al., 2022), a subset of the UDIVA dataset (Palmero et al., 2021). This dataset con-
tains audiovisual clips, transcripts, and metadata, as well as automated annotations
of 145 face-to-face dyadic interaction sessions. 134 participants participated in these
sessions, which are divided into conversational, collaborative, and competitive com-
ponents, with diverse hand movements and hand-object/human interactions. Exist-
ing works (Barquero et al., 2022a) have explored the effect of noise on this dataset
in other applications such as forecasting, and it has proven to be a detrimental lim-
itation for predicting the future, since adding only 10% of noisy hands annotations
resulted in a drop in performance in most of its models. Despite the fact that the
dataset was subject to manual corrections, only 7% of the errors were fixed. Finding
automatic methods that can correct all miscalculated poses is still quite difficult.

Therefore, we propose fixing corrupt hands pose segments on UDIVA v0.5 through
recent deep learning algorithms that help to improve the dataset and its useful-
ness. In particular, we evaluate Multi-Layer Perceptron (MLP) models in original
space and frequential space (using the Discrete Cosine Transform), sequence-to-
sequence (Seq2Seq) recurrent models (Sutskever, Vinyals, and Le, 2014), Transform-
ers (Vaswani et al.,, 2017). As one of our main contributions, we propose mixed
versions of the aforementioned models. All approaches are evaluated assuming that
we are provided with a temporal window of observed behavior (observation win-
dow) in order to denoise the middle frame of the observation window. Furthermore,
we develop a perturbation generation algorithm that coherently maintains the hand
structure and motion over a sequence of frames. Finally, we address the problem of
the correctness of the pose (how the hand is placed), and the problem of the trajec-
tory (where our hand is placed).

The remainder of this thesis is organized as follows. First, we describe the latest
works about pose refinement or pose denoising (chapter 2). Then, we describe the
data used (chapter 3) and an intelligent perturbation hand algorithm. Next, we ex-
plain the recent architectures in deep learning to apply to this challenging research
(chapter 4). Furthermore, we describe the experimental evaluation and discuss the
results obtained (chapter 5). Finally, chapter 6 concludes the thesis.



Chapter 2

Related Work

Pose denoising is still a topic of discussion nowadays since pose estimation algo-
rithms are not perfect. The input of most of these algorithms usually consists of
static images. In these cases, the pose is retrieved without exploiting the temporal
dimension. Many other applications are based on these automatically extracted low-
level representations, such as body or face landmarks. In behavior forecasting, for
example, previous body landmarks are used to predict where the landmarks will be
located in the future. Since these methods often struggle when dealing with noisy
pose sequences (Barquero et al., 2022a), some methods have proposed pose refine-
ment strategies (Moon, Chang, and Lee, 2019). When dealing with temporal infor-
mation, such as videos, a good approach is to use recurrent neural networks (Kim
and Chang, 2021) in order to obtain the information along the sequence, especially
since the problem is more complex than it appears, as maintaining the pose trajec-
tory is required, in addition to modeling the pose position itself.

Despite the different perspectives mentioned above, there are some mistakes as-
sociated with human poses. The most common errors are displacement of a key-
point relative to the ground truth, known as noise, occlusion of keypoints, mistaken
inversion of keypoints with respect to the same person, and confusion of keypoints
between different people co-appearing in the scene, or in the same person, when
the left hand is confused with the right hand and vice versa. As such, recent stud-
ies using low-level representations to solve these common problems are of interest.
Occlusion is one of the most serious cases that can arise. Carissimi et al. (2018) pre-
sented a method to predict missing 2D joints from incomplete human body poses. A
pose estimation method based on a simple AutoEncoder (Rumelhart, Hinton, and
Williams, 1986) is used to resolve the problem of missing joints.

Working with videos increases the complexity of the problem to be solved. Fortu-
nately, the exploitation of the temporal information allows one to leverage past and
future to obtain a context about the pose to be corrected. Wang et al. (2021) proposes
anew deep network STRRN (Spatial, Temporal, and Residual Network) with a batch
prediction method, which is capable of predicting a large number of frames at once,
allowing one to make use of long-term time-based objective functions in order to
accurately learn motion multimodality and variance to resolve a motion prediction
problem. It makes use of Bidirectional Recurrent Networks (Schuster and Paliwal,
1997), in specific, Long Short-Term memory (LSTM) (Hochreiter and Schmidhuber,
1997), to learn on the time axis, using the sequence-by-sequence approach, and ad-
ditionally an encoder/decoder to force reconstruction of information at each step. In
the iterative motion prediction process, they observe periodic jumps. They propose
to approach the removal of this high-frequency noise as a learning problem in order
to generate a signal to cancel the noise, so they add a residual layer. A similar idea
is proposed by Cui et al. (2019) where bidirectional recurrent layers are used as well.
Their neural network is called the Bidirectional Attention Network (BAN), in which
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they embed an attention layer into the recurrent layers which can capture long-term
dependencies and adaptively extract relevant information at any given time step.
The network explicitly selects the relevant context of a damaged motion frame in
order to repair it. Specifically, the elimination of noise from hand motion (Zhou et
al., 2021), and shows an algorithm on how to add perturbations in the hand, and
a Graph Auto-Encoder neural network (Scarselli et al., 2009), to preserve the hand
structure in each frame throughout the sequence.

On a different note, there also is the non-deterministic conception of the denois-
ing problem. It is particularly important for large segments with wrong or missing
poses, where many possible distinct sequences of poses are equally valid and plau-
sible. Gu, Zhao, and Zhang (2022) propose a Conditional Variational Autoencoder
(CVAE) within the framework of a recurrent neural network, in which Gaussian
noise is introduced to ensure probabilistic generation. Additionally, they introduce
a regularization loss in order to explicitly promote the diversity of the generated
samples.

The latest studies show a new way to eliminate noise in sequences using the fre-
quency space by means of the Fourier transform. This allows to solve the problem
through the frequency domain and identify the high and low frequencies to elim-
inate noise. For example, jitter can be understood as a high-frequency signal over
temporal information. In the works of Lin and Lee (2019), Mao et al. (2019), Mao,
Liu, and Salzmann (2020), Katircioglu et al. (2021), and Gauss et al. (2021), the DCT
was used, reducing the original space to only a coefficient matrix in order to resolve
the issue of trajectory. Therefore, most of the error originates from the first DCT
coefficients, which have low frequencies.

The conclusion is that while few studies have suggested solutions to correct hand
poses, we believe that they can reduce the noise in hand poses. All studies have
been related to body landmarks except the one from Zhou et al. (2021). With respect
to architectures, the good performance of RNNs suggests that leveraging tempo-
ral information is useful as long as we have a coherent sequence of data, since a
minimum perturbation can destroy the refinement of our sequence pose. Attention
mechanisms are a good solution to obtain the context and retrieve the most relevant
information to reconstruct the pose, and residual layers can help to smooth the final
pose prediction. Furthermore, recent works have highlighted the benefits of consid-
ering the pose in the frequential space. Such strategies help the refinement of both
low and high pose frequencies. We also feel it could be a great option and offer a
good solution to our problem.
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Data

3.1 Dataset

In this work, we use UDIVA v0.5 (Palmero et al., 2022), a dataset composed of 145
dyadic interaction sessions divided into 4 different tasks each: Talk, Lego, Ghost,
and Animals. This dataset provides automatically extracted body, face, and hand
landmarks, as well as 3D gaze direction vectors. Specifically on hands, FrankMocap
(Rong, Shiratori, and Joo, 2021) was used to extract 3D hand landmarks, because
it infers fairly accurate hand landmarks in the recurrent scenario where hands are
interlaced, interacting with objects or mildly occluded. SiamRPN++ (Lietal., 2019a)
was used to track hand detections required for landmark extractions when spatial
or temporal gaps were observed. This data is available for two views, each focused
on a single participant. In this section, we will describe the dataset used and the
processing applied to the data, including the data perturbation algorithm used and
the application of Gaussian noise on the hands.

3.1.1 Data

First of all, we need data to train, data to validate our training and finally data to
test our trained models. In this case, UDIVA v0.5 contains 116 sessions and 99 par-
ticipants for training, 18 sessions and 20 participants for validation, and 11 sessions
and 15 participants for testing.

Specifically, Palmero et al. (2022) indicates that the automatically extracted pose
annotations from the validation and test sessions were revised by humans to as-
sess their correctness and improve, if possible, some of the wrongly extracted hu-
man poses. The hands annotations may exhibit a number of related problems, such
as left-right hand mismatch or false positives or negatives. Additional labels were
provided by the manual revision process to distinguish between these instances, as
shown in Figure 3.1, examples of each label annotated by the reviewers. First, if
the annotations’ orientation was right and the location of the fingers matched their
anatomical positions, the quality flag was set to correct. If the position or shape of
the fingers did not match, but the general orientation of the hand was correct, they
were classified as mild. Otherwise, the hand quality was classified as severe if nei-
ther the hand orientation nor the fingers could be correctly inferred. A visibility flag
was also used for each hand, set to visible when the hand was visible and not visi-
ble when it was occluded. The latter usually happens when the person placed their
hands under the table or one of the hands was occluded by an object. In addition,
cases where the left hand was detected as the right hand or vice versa (hand switch)
were annotated even when only one hand was detected. To increase the proportion
of accurate hand annotations, the annotation reviewers searched for sequences of
frames that had no movement or extremely slow hand movements and contained
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Correct

Mild

Interpolated
Severe

Face Body Hands Original

@ (b)

FIGURE 3.1: In (a), examples of correct, mild and severe quality labels

for face, body and hands landmarks. In (b), a sequence of 104 frames

with wrong left-hand landmarks which was fixed by linearly inter-

polating the landmarks from the last and the first correct extractions

before (frame 705) and after (frame 810) the sequence, respectively.
Image from Palmero et al., 2022

wrong pose estimations. They attempted to maximize the number of correct hand
annotations by identifying sequences of consecutive frames (fy, ..., t,) withn > 2, no
or very slow hand movements, and correct hand landmarks at ¢y and t,, but with
wrong or missing hands in all frames in between {t;}1<j<,—1. On the basis of those
segments, segments for which a linear interpolation between the landmarks (to, t,)
could produce valid hands for the interval (#, t,) were identified (more information
in Palmero et al., 2022). From these, those sequences that could be fixed by simply
linearly interpolating the hand pose between two selected frames were selected as
fixed by interpolation (FBI). The interpolation was then performed. Such scenarios
are mostly segments with mild occlusions or hand-to-hand interactions where the
hand remained static for a while. Unfortunately, the hand annotations are highly
noisy (around 20% of the frames had wrong hand annotations). Even after the man-
ual hand interpolations, the refined annotations for the validation and test sets only
include manual corrections of up to 7%. These hands correspond to frames where
there are occluded hands, interlaced hands, handshakes, off-camera hands, object-
hand interactions, or extreme hand poses.

Table 3.1 summarizes the results of the manual revision for the test and valida-
tion sets in UDIVA v0.5 talk sessions. The hands linear interpolation was extremely
beneficial, since it was capable of repairing up to 7% of the annotations in both val-
idation and test sets (1714 full segments for both hands with an average length of
34.5-78.3 frames). Between 80% and 90% of accurate hand annotations are found in
the validation and test sets. In conclusion, the interpolated frames allow us to create
a ground truth that can be used to teach our algorithms how to correct wrong hand
pose extractions. We have the same original and corrected pose. However, such set
of pairs of wrong and ground truth poses may not suffice to build our denoising
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model. Fortunately, techniques like data augmentation can compensate for the lack
of data. More details are given in the following sections.

Validation/Test sets
Correct Mild Severe Switched VF FBI
Left hand 88.9/87.0* 7.2/8.0 3.9/5.0 04/0.2 26/16 6.6/7.1
Right hand 90.1/82.3* 5.4/9.7 45/8.0 0.4/0.2 2.0/34 6.9/7.0

TABLE 3.1: Visual inspection process for validation and test sets:

prevalence of each label (% of frames). Abbreviations: VF, Visibil-

ity Fixed; FBI, Fixed By Interpolation. * Including switched, VF, and
FBI annotations. This table is taken from Palmero et al. (2022).

3.1.2 Data splits

To train and evaluate our denoising models, we generated new training, validation,
and test splits from the original UDIVA v0.5 validation and test sets. This was done
by: first, ensuring that there were no shared individuals between splits; second,
trying to maximize the number of unique subjects in the validation and testing sets;
and finally, making sure to keep a high number of interpolated segments in the test
set. As a result, the following frame percentages are obtained:

¢ Training: 65% including 19 sessions, and 19 different subjects.
* Validation: 17% including 5 sessions and 7 different subjects.

e Test: 17% including 5 sessions and 9 different subjects.

Interpolated segments in each split Interpolated frames in each split

14000
Test

hand
: I:gﬁhl 12000
10000
4000
=
0
FIGURE 3.2: New training, validation, and test distribution of inter-

Training Validation 9 Validation
polated frames.

hand
- et
= right

IS
&
3

@
8
3

®

8

5]

8

@
3
3
8

Interpolated frames

»
8
3

Interpolated segments

3
8

0

In figure Figure 3.2, we talk about frames as the sum of interpolated frames in
ALL segments, while the other figure is segments where interpolation has been ap-
plied. The revised data distribution in Figure 3.2 leads to a slight imbalance as for
the hands in the interpolated frames, which is more evident in the test. This does
not really matter to us, because we finally performed a left hand flip.

3.2 Perturbation

As we have discussed above, the data available in the original dataset may be too
scarce to train models on. In this work, we propose a method to augment the amount
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of wrong hand pose extractions with available ground truth while still keeping the
noise distribution present in the original dataset.

The goal of creating a disturbance is to be able to make the hand worse in order
to reach more extreme cases. To start, perturbing a hand in the temporal space is not
an easy task. As requirement, the physics of the hand must be preserved and it is
essential that the hand remain coherent throughout the sequence.

Length distribution

50 B right
| left
40 |
-~ 30
=
>
o
O |
20
II
10 1
& 1
n n
H | )
0 it : e
0 20 40 60 80 100
Length

FIGURE 3.3: Histogram of corrupted segment length.

First, we analyze the amount of corrupted segments that we have in our data as
a function of the length of such segments. In Figure 3.3, the highest concentration
of corrupted segment frames is usually less than 20 consecutive frames, but we can
still observe segments with a longer length of 100-200 frames. Finally, these results
are fitted with a log-norm distribution to be able to sample the length of a noise
segment.

Next, we must analyze the prevalence of segments with wrong hand pose esti-
mations in order to replicate those in our perturbed dataset. It is possible to identify
these erroneous segments because the dataset has this information (FBI labels). Our
analysis showed a probability of left 0.34% and right 0.31% of each frame being the
starting point of a segment of wrong pose extractions.

Then, we analyze how much noise should be applied to ensure that the hand
becomes noisier but still a coherent and plausible wrong pose estimation. Given the
algorithms used for hand pose estimation (3D model fitting), we can assume that
there is a similarity transformation (rotation + translation + scaling) that transforms
the noisy annotations to the correct annotations. This is a strong assumption, and
we acknowledge it is not completely accurate. However, it helps us to simplify the
problem to a great extent. To model the noise distribution, the least-squares method
is applied to the fitted raw data and the cleaned data in order to determine the dis-
tribution of the transformation parameters, resulting in an initial MSE of 2858.9 +/-
4820.2 in the original data with respect to the clean data, which implies a high error,
and a final MSE of 144.3 +/- 168.0 after applying the similarity transformation (3
values for rotation, 3 for translation, and 3 for scaling). However, we must point out
that there may be finger bending, for example, that we are not modeling to keep the
method simple. In order to account for such noise, up to some extent, we perturbate
the fingers landmarks with Gaussian noise with mean 0 and standard deviation of
1 once the hand has been normalized, this allows changing the values of the coor-
dinates of the hand to use a common scale, without distorting the differences in the
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value ranges or losing information. Finally, we apply gaussian noise by applying
25% of the noise to the nearest part of the hand, increasing the percentage to 100%
of the noise at the tip of the finger.

rot_x rot_y rot_z
8000
- right —right - right
8000 left 8000 left 7000 left
6000
6000 6000
5000
3 3 3 4000
8 4000 © 4000 °
3000
2000 2000 2000
1000
— o L
-1.00 -075 -050 -025 000 025 050 075 1.00 -1.00 -075 -050 -025 000 025 050 075 1.00 -1.00 -075 -050 -025 000 025 050 075 1.00
trans_x trans_y trans_z
3000
- right 3000 m—right - right
3000 left left left
2500
2500
2500
2000
2000 2000
i 3 2 1500
8 1500 § 1500 3
1000 1000 1000
500 500 500
0 0 o
200 100 o 100 200 300
trans_x
sex 2500 4000
3500 = right
left 3500 left
3000 2000
3000
2500
1500 2500
= 2000 = =
H H 2 2000
8 8 8
1500
1000 1500
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500 500
o o o ah |‘ I
3 2 1 0 1 2 3 -3 -2 -1 0 1 2 3 4

sc_x

sc.z

FIGURE 3.4: Distribution of noise on the 3D hand coordinates for ro-
tation, translations, scaling extracted from the interpolated frames.
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Lastly, we fit the distributions of retrieved rotation, translation, and scaling val-
ues with kernel density estimation methods, see Figure 3.4. Finally, for each hand
within the perturbed segment, we sample each of the rotation, translation, and scal-
ing values, and apply the resulting transformation. The result is our augmented
noisy hand pose.

At this point, the only thing left to replicate from the original noise distribution is
how many hands are missing within the segments (such landmarks are represented
with 0’s in the original dataset). Our analysis showed that there are 14.4% and 8.04%
of missing left and right hands, respectively.

The complete algorithm is summarized in Figure 3.5.

. . [ ]
<~ Noise Perturbation )8 N |
dﬁ / ; ° | '
Algorithm i |
i Perturbate hand
ety (transform + Gaussian)
(see13;
f::]g’zlhe (sseegerr;ezn')t RSN W DESEN RN — Frame #N —>
<=X
\; Drop hand

e @ i

/ No frameg jeft _

\' 1. Statistics from training set:

START
- “ 1.1) 0.34%/0.31% of probabilities for

each frame to start a segment for
[Once per hand] . .
Iterate each frame left/right hands, respectively.

inside every session

1.2) The length of the segments follow
a 'lognorm' distribution.

1.3) There are 14.4%/8.0% of left/right

hands missing inside the segments
(joints equal to 0).

FIGURE 3.5: Summary of the noise perturbation algorithm.
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Chapter 4

Methodologies

In this section, we will explain the methodology of this thesis. First of all, we will
select and explain the models used and obtained from the state of the art and finally
we will try to explain the proposed method.

4.1 Frameworks Overview

——
oe., °

( 1 Hand Hand
K frames

T

_ EL E— Encoder I Decoder —

Participant 1

i

FIGURE 4.1: Overview of the general architecture used Denoising

Models. Abbreviations: K, Number of observation window frames;

T, Frame in the middle of the observation window; EL, Embedding
Layer; T', Frame corrected

In this thesis, we propose to compare different state-of-the-art models (see Sec-
tion 2) for pose refinement. First, our models need to learn from historical data, both
from the past and the future. Second, an appropriate model should be able to correct
noisy hands, while identifying the correct ones and leaving them untouched.

First, our frequential models are designed to incorporate a Discrete Cosine Trans-
formation (DCT) (Ahmed, Natarajan, and Rao, 1974). As a result, our models are
able to work in the frequential space, which replaces the temporal dimension. This
allows us to separate the time series of each joint into frequency-spectral dimension
in order to analyze the dynamics of the sequence. As a consequence, the models
could learn to identify and generate low-pass filters, which consist of the elimina-
tion or attenuation of the high frequencies, when very fast movements are produced
on the hand, considering this movement as noise. It is important to emphasize, Deep
learning models can have problems with frequency space if the data is not format-
ted correctly, for instance, if the transform is not performed correctly. It is important
to note that the decoder output must be able to reconstruct the data with the same
dimensionality as the input data.

All models are built as encoder-decoder (Ballard, 1987) architectures (Figure 4.1)
in which the hand pose is first fed into an embedding layer. This architecture com-
presses the input data using the encoder, resulting in a bottleneck in the middle of
the model. Consequently, the model is able to identify the most important informa-
tion for reconstructing and refining the pose. As for the number of K frames, we use
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different window sizes 50, 100, 150, 200 to obtain more or less temporal informa-
tion. Then, given an observation window, we correct the pose of the frame T in the
middle of the observation window, to leverage the same length of past and future
information. Finally, we have the T” pose which is the corrected T pose. The models
implemented are described below:

1. A multi-layer perceptron (MLP) (Haykin, 2004) is a class of feedforward ar-
tificial neural network. MLPs consist of three layers of nodes: an input layer,
a hidden layer, and an output layer. The nodes in the hidden layer process
the data and transfer it to the output layer, where final results are produced.
In our case, both the encoder and decoder, we used a three-layer model with
non-linearities ReLU and variable dropouts depends if the frequential space or
original space.

2. Seq2Seq. The idea was adopted from the original paper (Sutskever, Vinyals,
and Le, 2014) and used in the papers mentioned above chapter 2 when there
is temporal space. The Seq2Seq architecture consists of two parts: an encoder
and a decoder. The encoder takes a sequence of data as input and encodes
it into a fixed-length vector. The decoder takes the encoded vector as in-
put and decodes it into the original sequence. Seq2Seq models are typically
implemented using recurrent neural networks (RNN). In our case, we use a
single Long-Short-Term Memory (LSTM) cell (Hochreiter and Schmidhuber,
1997) for recurrent models in the encoder-decoder. We also use bidirectional
LSTM (Schuster and Paliwal, 1997). Finally, we use linear layers to predict the
coordinates with non-linearities ReLU and dropouts of 0.5.

3. Transformer. The current state-of-the-art model (Vaswani et al., 2017) comes
from Natural Language Processing (NLP). The Transformer architecture works
by first encoding the input sequence into a series of vectors. The vectors are
then fed into the self-attention mechanism, which generates a series of new
vectors. The new vectors are then fed into the decoder, which generates the
output sequence. For this thesis, we used the Spatio-Temporal Transformer
proposed by (Zheng et al., 2021) whose original idea was to develop a spatial-
temporal transform structure to comprehensively model human-separate re-
lationships in each frame and temporal correlations between frames. Using
the spatial-temporal transformer, future events can be predicted based on past
events. Their original goal was to produce a clean 3D human pose of the center
frame. In addition, we rely on the potential of this architecture tested by (Bar-
quero et al., 2022a) for behavior forecasting. We used a single Gated Recurrent
Unit (GRU) Chung et al., 2014 as the transformer model decoder.
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4.2 Pose and Trajectory disentanglement
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FIGURE 4.2: Overview of the architecture proposed in this thesis in all

Mixed Denoising Models. Abbreviations: K, Number of observation

window frames; T, Frame in the middle of the observation window;
EL, Embedding Layer; T', Frame corrected

Our proposal Figure 4.2 is to solve the problem as trajectory and pose regression
sub-problems. We do so by separating the reference joint considered as the root
from the other joints on the hand in order to solve both problems independently. We
hypothesize that a model should be able to accurately predict where the trajectory of
the hand using solely information about its trajectory. Similarly, a trajectory-blinded
model should be capable of fixing a hand pose from only observed past and future
hand poses. For this purpose, we propose the following models:

1. Mixed-Seq2Seq. We use MLP to refine the pose of the hand which allows us to
use both frequency and non-frequency space to correct the pose. While on the
trajectory side, we use Seq2Seq, with LSTM and dropout 0.5. The Pose models
are composed of 3 MLPs both in the encoder and decoder, with non-linearities
ReLU activation and different dropouts according to the dimensionality of the
model.

2. Mixed-Transformer. Similarly to the Mixed-Seq2seq implementation, Seq2Seq
are used for the trajectory problem, with LSTM and dropout 0.5. To refine
the pose we use the Transformer on the encoder with dropouts of 0.5. In the
decoder we use Seq2Seq with GRU and 3 linear layers with non-linearities
ReLU activation with dropouts of 0.5.
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Chapter 5

Experiments

5.1 Experiments

In this section, we report quantitative and qualitative results of our methods, evalu-
ated on the UDIVA v0.5 dataset. We use Hydra (Yadan, 2019) for the management
and configuration of the experiments, which allows us to save and track all the data
generated during training. These experiments were executed on Nvidia RTX 3090
with Pytorch 1.11 (Paszke et al., 2019), Lightning-AI 1.6.4 (Falcon, 2022) and CUDA
11.3 (NVIDIA, 2021).

5.1.1 Training data details

In this thesis, we use the 3D coordinates of the 20 hand joints provided by the
UDIVA v0.5 dataset. Therefore, the information of each frame can be represented
as X; € R?3. The total data consists of 19 sessions for training and 5 sessions for
validation. Observations from the past and the immediate future are used to refine
(or predict, in case of occlusion) the middle frame of the observation window. The
observation lengths evaluated are 50, 100, 150, and 200 frames. Our ground truth
is taken from cleaned data, and our observation segment is from the original (auto-
matically extracted) data. In order to keep the data augmentation constant among all
experiments, the perturbations were pre-generated for 600 epochs and applied in an
online fashion during training. The algorithm used is the one shown in Figure 3.5,
applied to each hand (left and right). Finally, we chose only one person to perform
the experiments, out of the two available per frame.

In our work, our input consists of a sequence of frames (poses), where each
frame has a 3D position of every joint. We plan to solve the problem of pose de-
noising from the corrupted sequence observation with bad positional landmarks or
occluded hands. Due to the difficulty of the problem, we evaluate on two hands by
changing the perspective of the left hand as if it were the right hand with a hori-
zontal flip, in order to be able to use the same model for both hands. We only use
the x,y coordinates of the hands since the z coordinates (depth) have not been man-
ually verified and may be wrong and temporarily inconsistent. It is important to
note that our predictions needed to be detached from the image space to compress
the subspace of poses that the network needed to model. To do so, we select the
middle knuckle as the center of coordinates (root), and subtract it from all the other
joints coordinates. Therefore, our input skeleton vectors consisted of the root and 19
root-relative hand landmarks. Coordinates of missing landmarks were replaced by
Zeros.
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5.1.2 Optimization

The training loss used was the Mean-Squared Error (MSE) in the original space, not
in root-relative space, only using 2D dimensions for evaluation. All models were
trained with Adam (Kingma and Ba, 2015), with a weight decay of 0.005 and a learn-
ing rate of 0.0001. The batch size was set to 64 for all models. Dropout values were
tuned for each model type, with higher values for models learning from temporal
space, while in models that learn from frequential space. The maximum number of
epochs are 600 with an early stopping was applied to all models with patience of 25
epochs.

5.1.3 Evaluation Protocol

The evaluation was performed on the cleaned annotations of the modified UDIVA
v0.5 test set (5 sessions), in which we have two options: evaluate on all frames or
evaluate on those frames where there is an error difference between the raw and the
cleaned ones. The left hands were flipped in axis y, before being introduced to the
model for inference. Our models are evaluated with the Mean-Squared Error (MSE)
and the Euclidean distance (ED) after undoing the root-relative coordinates trans-
formation, i.e., they are computed with image coordinates. We also use the same
observation window as the model itself. To evaluate all frames, we used a window
stride of 1 frame, always predicting the frame in the middle of the observation. Fi-
nally, we calculate the average between the two hands to obtain the overall error
value for each frame.

5.1.4 Results

We present the main results obtained in this section. First of all, we analyze the
overall results and then compare the performance of models based on the different
observation lengths. Then, we select the best observation length from the compari-
son to perform the final analysis. In summary, we have a total of 11 different models
with 4 different observation window sizes, resulting in 44 experiments. In prelimi-
nary experiments we evaluated observation window lengths of 50, 100, 150 and 200
and found that 100 was consistently better, so we focus all our analysis of results on
100.
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FIGURE 5.1: Error distribution in pixels for all evaluated models.

In Figure 5.1, the observations are sorted by models with 100 frames observation
length. It can be observed that the models that perform the worst are those whose
distribution is far from zero. This indicates that there are many errors resulting from
poorly corrected frames, whereas good models are those based on a distribution
close to 0. It should be noted that a column appears at a value of 0. It is evident that
there are a high number of frames in which the image is left exactly as it was, that is,
frames in which there were no errors between the original and the cleaned pose or
images that were corrected with an exact position, getting the best possible result.

We also observe a sharper curve and closer to zero once we use models that
learn on the temporal axis, such as the RNN models. In the case of the bidirectional
recurrent model (BI), we achieve a little improvement over non-bidirectional ones.
Finally, we have the powerful transformer architecture that has a magnificent result,
Transformer and Mixed Transformer models (Freq and Non-Freq) have similar error
distribution but the difference is seen with Transformer-Mixed.

Model Original Prediction
TransformerMixed_BI_100 9.138526 8.649507
TransformerMixed_100 9.138526 10.361105
Mixed_BI_100 9.138526 10.661939
Mixed_100 9.138526 11.080834
Mixed_Freq_100 9.138526 11.377095
Mixed_Freq_BI_100 9.138526 11.522652
Transformer_100 9.138526 12.230602
RNN_BI_100 9.138526 18.057422
RNN_100 9.138526 21.049572
MLP_Freq_100 9.138526 23.856506
MLP_100 9.138526 29.756484

TABLE 5.1: Mean error of the Euclidean distance in pixels of all
frames under test for both the original data and the predictions, or-
dered in ascending prediction order.
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Initially in Table 5.1, we can see that the frequential one has improved a little with
respect to the non-frequential one, but not by a large margin. Therefore, we propose
to treat the problem in 2 tasks, the trajectory problem and the pose problem. This
is because the error may be preceded by the sensitivity of predicting the misplaced
hand, i.e., if we place the hand at a considerable distance from our ground truth the
error grows exponentially. So, the following results improved considerably, obtain-
ing better results than the normal recurrent models and the temporal transformers,
treating the trajectory with recurrent architectures. Finally, we obtain the best archi-
tecture using Transformers for the pose, while keeping an independent encoder and
decoder for the trajectory.

Denoising Capabilities

The following analysis is provided in Figure 5.2. For ease of analysis, we choose
models with an observation length of 100. On the Y-axis, from the MSE calculated
by frame, we quantify how many frames have been equal to or less than the X MSE
threshold, this gives us a value to measure the performance for the comparison of
each model. The maximum threshold used is 10,000 MSE, while the minimum is 0.
Then, the values were normalized to the maximum value to obtain a more coherent
curve and the area under the curve (AUC).

Performance Models

1.0

o
o

I
o

MLP_100, AUC: 0.9245
MLP_Freq_100, AUC: 0.9563
Mixed_100, AUC: 0.9839
Mixed_BI_100, AUC: 0.9853
Mixed_Freq_100, AUC: 0.9846
Mixed_Freq_BI_100, AUC: 0.9845
RNN_100, AUC: 0.9649
RNN_BI_100, AUC: 0.9722
TransformerMixed_100, AUC: 0.988
TransformerMixed_BI_100, AUC: 0.9874
Transformer_100, AUC: 0.9878

N
N

Number of frames corrected Normalized
o
o

0.0

0.0 0.2 0.4 0.6 0.8 1.0
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FIGURE 5.2: Performance of the 100 observation length models. The
metric used is MSE, normalized between 0 and Maximum value pre-
diction to obtain better visualization

Now we can confirm the results mentioned in the previous section. A slight
improvement in frequency (AUC:0.9563) vs. non-frequency (AUC:0.9245) vs is ob-
tained. Using models that learn from original temporal space helps to improve per-
formance, while using mixed models, specifically in transformers, we obtain the best
results. The height at which the curves begin is noteworthy. This is due to the fact
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that we have masked frames that are not evaluated, which give a result of 0, as well
as totally correct predictions.

Noise Modeling

In this section, we evaluate the performance of the models in terms of noise level.
First, as we previously described in chapter 3, we obtain the noise perturbation of
our error distribution for rotation, translation, and scaling, and, finally, we generate
a Gaussian noise for the fingers. Finally, we apply a factor of % of the application of
this noise.
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FIGURE 5.3: Performance of the 100 observation length models re-
spect to noise application.

In the following Figure 5.3, the origin of the x-axis (value 0) corresponds to the
original data with no perturbations. First of all, we can observe that noise is better
tolerated by the frequential model. Second, we find quite striking that the recurrent
bidirectional model is more sensitive to noise than the non-bidirectional recurrent
model. This could be due to the fact that it is assimilating more noise than it can
handle. Finally, we have the transformer giving a worrying result. Compared to the
mixed model, it can be seen that once the noise is applied, the temporal transformer
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would position the hand in a bad location giving a much larger error distance. On
the other hand, mixed models appear to be much more robust to noise, being basi-
cally concerned about how to correct the pose, once the trajectory problem is solved.

5.1.5 Visual results

Next, we will present visual results. We will show three of the most pertinent cases
of the study. These images will illustrate the following distribution of images in the
same plot. First, we will present the original uncorrected data with the correspond-
ing error calculation for the same corrected pose (ground truth). The next set of er-
rors are the MSE in image space, and the MSE (fingers and root-relative) in relative
space and Euclidean distance. We will observe our ground truth from the corrected
data in the second column. The third column shows both poses, the corrected pose
in blue and the ground truth in red to see the differences between poses. Finally we
will see output of the algorithm along with their respective metrics with respect to
the ground truth.

First Case: Not a good enough estimation.

Raw Groundtruth Difference algorithm_0
) ) ] /
\ { { {
MSE: 0.00 MSE: 15.61
MSE _ind: 0.00 MSE_ind: 6.29
MSE_root: 0.00 MSE_root: 3.40
Dist_Euclidean: 0.00 Dist_Euclidean: 5.04

FIGURE 5.4: Raw: Original noisy estimation, Groundtruth: Intepo-
lated Frame, Difference: Ground truth (Red) + Denoising Model Out-
put (Blue), algorithm_0: Denoising Model Output.

Image Figure 5.4 illustrates the problem we encounter with clean data that has not
been interpolated. Metrics (MSEs, Euclidean Distance) are zeros since the Raw and
Ground truth are identical poses. Our results are quite good in this instance, how-
ever our algorithm should estimate the same pose and not try to correct it so that we
have not minimal errors that taint the metrics used in the previous analysis Table 5.1.
The poses that are correct should be preserved, so we cannot use these models in
production at the moment due to this critical error.
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Second Case: Corrupt segments

Raw Groundtruth Difference algorithm_0
— =
= L= £
MSE: 503450.00 MSE: 24067.67
MSE_ind: 463797.50 MSE_ind: 7004.61
MSE_root: 495378.00 MSE_root: 10887.46
Dist_Euclidean: 1003.06 Dist_Euclidean: 217.08

FIGURE 5.5: Raw: Original noisy estimation, Groundtruth: Intepo-
lated Frame, Difference: Ground truth (Red) + Denoising Model Out-
put (Blue), algorithm_0: Denoising Model Output.

In our experiments, Figure 5.5 represents the worst case scenario. The entire obser-
vation window is corrupted, so there is no information available. As a result, our
models are attempting to predict a pose for which no past or future data is available.
The consequence is that our models predict a completely random and misshaped
hand.

Third Case: Improving results

Raw Groundtruth Difference algorithm_0
N E = =
MSE: 167.95 MSE: 36.89
MSE_ind: 363.33 MSE_ind: 64.71
MSE_root: 32.50 MSE_root: 5.68
Dist_Euclidean: 16.35 Dist_Euclidean: 7.78

FIGURE 5.6: Raw: Original noisy estimation, Groundtruth: Intepo-
lated Frame, Difference: Ground truth (Red) + Denoising Model Out-
put (Blue), algorithm_0: Denoising Model Output.

The image above Figure 5.6 shows that the results have been improved as compared
to the original data, resulting in a significant reduction in error. Nevertheless, it is
not the ideal solution as in these cases the metric would be close to zero respect to
ground truth. We can see in the plot that the trajectory (where the hand is placed)
is relatively perfect and that it is the closest value to 0 in relative space; however,
although the exact pose is quite similar, the significant error is related to the hand
position. There is a slight improvement over the average of all the poses in terms of
the Euclidean distance, because this distance is less than the global distance shown
in the Table 5.1 table.

5.1.6 Discussion

In our multiple experiments, we obtained very interesting findings related to the
behavior of the models. Furthermore, we addressed the problem of trajectory in an
efficient manner, even beating the overall result in the original data. In this section,
we discuss all these points.
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In the first place, only 1 experiments out of 11 models actually reduces the overall
mean error of the original noisy annotations. Pose denoising is a complex issue that
requires powerful and complex models.

First of all, we worked with a very small amount of data to address the problem.
By rotating the left hand, we show an effective technique to improve our results.
We do not really have a ground truth for all the frames, but rather we use the ones
that have been fixed. By training on this subset of noisy and correct hand poses, we
expected our models to generalize and learn to denoise hand poses under a diverse
set of circumstances. Thus, we have little data compared to the total dataset. The
big problem we have is when there is no information in the entire observation seg-
ment, resulting in noise in our training and in our results, as the algorithms attempt
to predict correct poses when there is insufficient and highly noisy data. In addi-
tion, inference can follow the coherence of the hand in partially corrupted segments
in terms of trajectory prediction, due to the context that gives us the observation
window.

Regarding the models, it is important to note that we can now use models that
are able to learn from both the past and the future historical context. On the side
of using frequential over non-frequential, we see little improvement. The models
with the best results, however, are those that are able to handle two different tasks,
namely fixing the pose and positioning the hand correctly. In other words, it is still
a major problem in the state of the art to address trajectory denoising; even though
we are trying to do so with a mixed solution, some papers in the state of the art do
not address trajectory and only deal with pose correction.

There is a very prominent problem when predicting poses that are already cor-
rect because our algorithms are very rarely able to do so without adding error. In
other words, we want our algorithms to predict the same input pose if that is correct.
Therefore, it is not yet possible to launch these models in production environments,
as we would fix poses but add noise to already correct poses, so it remains a chal-
lenge to address this problem.

We were able to overcome the overall error of correct frames counting both the
frames that should not be corrected and the frames that should indeed be corrected
separately with the use of temporal transformers with recurrents in the transformer
decoder and the trajectory decoder separately. The result is positive (less average
error), which is a good result and raises the horizons for future work.
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Chapter 6

Conclusions

This thesis presents the first comprehensive comparison of state-of-the-art approaches
to hand pose denoising. Our best used approach incorporates trajectory and pose
as two separate tasks, in contrast to other approaches used in the state of the art,
which only address one of the problems, the trajectory problem or the pose prob-
lem respectively, and not both at the same time. Several adaptations of recurrent
models have been presented using transformers, sequence-to-sequence models and
mixed models with recurrent layers in the trajectory as well as other types of archi-
tectures for pose denoising. We demonstrate the feasibility of solving hand trajectory
problems, and find promising results on hand pose, particularly when using the
temporal transformer together with recurrent networks. Mixed models have been
demonstrated to be able to absorb and correct for pose noise. Furthermore, we were
able to test the hot topic, the use of frequential space. However, we were unable to
achieve great results in this regard, but we will continue to explore its use in future
work. Finally, our experiments allowed us to identify, analyze, and discuss the key
challenges associated with UDIVA v0.5 dataset for hand pose removal, by using an
innovative method to generate perturbations in the training data.

Future Work

As a result of this thesis, we have identified many interesting lines of research, which
we will leave for future research. It is essential to examine in detail what the fre-
quency models predict, analyzing the frame before the input to the model and the
output, in order to determine if the model is really eliminating high frequencies,
such as jittering. On the other hand, mixed model design on the trajectory part, it
would be interesting to see the use of the frequential only on the trajectory replacing
the recurrent as shown in some works allowing to save training and inference time.

Our high priority is to address the issue on frames that do not need to be cor-
rected, where the model should predict the exact same pose. This would greatly
reduce the error values in our metrics, and allow to use such models in production
environments.

In addition, to increase performance when fixing large data sets, we plan to pre-
dict a sequence of frames rather than just the central frame of the observation win-
dow, and provide more context when evaluating segments with partial information.
Also, we should accurately analyze the influence of the observation window on our
data set and how to deal with the problem of totally corrupted segments.

To conclude, it may prove useful to use powerful models such as the Temporal
Convolutional network (TCN) (Lea et al., 2017), Graph Convolutional Neural Net-
works (Wu et al., 2020) or more advanced models of Transformer (Hassanin et al.,
2022) such as excitation to further improve the results by learning from a more global
context and allow for a more coherent structure in the poses.
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