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Introduction & Motivation

Problem

In today's world, video surveillance has 
become a necessity for safety and security.

CCTV cameras are installed in private and 
public spaces.

Privacy is compromised for monitored 
individuals.

1

3

2

sergi
Nota adhesiva
put images



Introduction & Motivation

Solution

Real-time visualization of privacy protected 
video sequences.

Make sure monitored persons' personal 
information is protected.

Maintain the ability to monitor and identify 
potential risk behaviors.
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Privacy preservation in video sequences
GDPR & AI

GDPR: Protection of individuals' fundamental rights and freedom as well as giving them control 
over their collected data and how it is being processed.

Region of Interest: Any data that can be used to identify a person in a video sequence.

AI within GDPR context: 
• Privacy by design system.
• Irreversible results safeguarding personal data.
• Minimization of accessible/visible personal data.
• Minimization of quasi-identifiers that cannot be fully protected (gait, way of speaking. 

Language).  
• Ensuring integrity, confidentiality, privacy. 

Moderador
Notas de la presentación
Integrity protection of a video-surveillance sequence is ensuring that each frame of this sequence is unalterable.
As for Video Management Systems (VMS) or Video Surveillance systems, confidentiality can only be guaranteed
by ensuring the inaccessibility of video data when it is captured by a camera device, stored in the VMS database,
or when the video retention period ends. Therefore, the privacy of users is protected by giving limited information
to the system operator and insiders while protecting sensitive data. Because the operator of the system can
identify and visualize the monitored individuals. Moreover, video data can be shared and exposed in certain situations,
as well as used as evidence in court.
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Privacy preservation in video sequences
Existing methods.

• Blanking and masking.
• Obfuscation and scrambling.
• Pixelation and Blurring.
• Mosaic.
• Cartooning.
• Warping.
• Morphing.
• Visual Abstraction. 
• Tokenization.
• False Colors.
• Hashing.

Moderador
Notas de la presentación
Risk: if the system fail to detect that region in only one frame the privacy for all the sequence is broken. 
RISK: The risk is that recognition of humans through faces, cloths and actions within surveillance is not difficult for a normal observer. Also, contextual information such as location, time are identifiers for a recognition of human identity. Depending on the knowledge of the observer. 


Existing data privacy safeguard techniques in image processing. 
(a) blurring: Correlation of a filter (Mean filter, weighted filter, Gaussian filter) over the region of interest (ROI) [19]. 
(b) Pixelation: Similar to Blurring but applied through pixel interpolation [20]. 
(c) Mosaic: Replacing ROI’s pixels with a combination of Small blocks of pixels taken from different areas of the image [27]. 
(d) Cartooning: blurring superimposed on Sobel edge detection on the input image [16]. 
(e) Masking: Replaces ROI pixels with unknown pixels values taken from a different image. 
(f) Warp: The ROI’s pixels are transformed geometrically to different plane based on a function to be later mapped to the image [47]. 
(g) Morph: Similar to warping but the transformation is from one image to another [47]. (h) Visual Abstraction: Replacing ROI with a cartoon 3D avatar [9]. 
(i) Scrambling (reversable): Scrumbles the AC coefficient of the blocks of pixels of the ROI by pseudorandomly inverting their
signs [14]. 
(j) False Colors (reversable): Mapping different color palettes to the input image [1].

Tokanization (reversable)
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• Types: 
• Semantic segmentation
• Instance segmentation
• Panoptic segmentation

• Evaluation metrics: 
• Pixel accuracy
• Intersection over Union (IoU)
• Mean (IoU)
• Dice coefficient

Image segmentation
Semantic segmentation

Moderador
Notas de la presentación
In image classification. Given a picture of a dog in front of house. We want to classify that image.  Its most likely that the algorithm Will classify the image as of a dog and ignore the house.

Image segmentation model will classify each pixel of the image instead of the whole image. Right? In this case, it will classify each pixel making up the dog and at the same time will classify each pixel making up the house. 

There are three types of image segmentation tasks. Instance segmentation and semantic segmentation. 
See ref: 1801.00868.pdf (arxiv.org)
Worth mentioning that also exists the part segmentation (segmentation based on part of object and the object)

Mention: in our approach, we focused on semantic segmentation. 
Semantic segmentation requires both Spatial information and sizeable receptive fields. 

Pixel accuracy
The sum  of pixels of class i and predicted positively as i over the total sum of pixel of class i.

Intersection over Union (IoU)
IoU is used in both image segmentation and object detection. 
It’s the intersection of the predicted segmentation map and ground truth over their union.

mIoU
The mean of the IoU for each class.

Dice Coefficient 
Twice the intersection of the predicted segmentation map and ground truth over the sum of both.
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Merging 3 datasets: 

• Identifying images that has 
human class.

• Isolate these images.

• Binarize these images (1 for 
human and 0 for any other 
class).

• Analysis and evaluation.

• Data cleansing. 

• Merge and split datasets.

• Revaluation of the result 
dataset. 

Dataset
Surveillance-like dataset

6/20/2022 13
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Original 
Dataset

shape Total 
Size

Train Size Test 
Size

Human 
Train Size

Human 
Test Size

+ No-human 
images

Human 
Train Size

Human Test Size Human Pixels %
(training)

Human Pixels % 
(validation)

VOC Pascal 512x512 11540 5717 5823 3270 817 20% 4038 980 0.153 0.236

cocoStuff164 512x512 123287 118287 5000 63965 2681 20% 76758 3217 0.13 0.13

ADE20K 512x512 22210 20210 2000 5069 510 10% 5569 610 0.052 0.051

TOTAL 157,037 144,214 12,823 72,255 4,030 19.5% approx. 86,365 4,807 0.126 0.135

Dataset
Surveillance-like dataset
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Dataset
Surveillance-like dataset
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Dataset
Cleaning process
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Dataset
Surveillance-like dataset
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Dataset
Cleansing process

Dataset Human Train Size Human Test Size Human Pixels %
(training)

Human Pixels % 
(validation)

Old 86,365 4,807 0.126 0.135

New 43,675 4,855 0.11 0.11

New Dataset Total+noHuman20% Removed

Validation 4,413 + 442 1,676

Training 39,704+3,971 28,050
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Dataset
Split and merge

Dataset Human 
Train Size

Human 
Validation 
Size

Human Test 
Size

Human Pixels %
(training)

Human Pixels % 
(validation)

Human Pixels % 
(test)

new 43,675 4,855 0.11 0.11 -

Result 41,492 2,183 4,855 0.11 0.11 0.11

New Dataset Total+noHuman20% Removed

Validation 1977 + 206 -

Training 37727 + 3,765 2,183

Test 4,413 + 442 -

6/20/2022 21
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First steps to chose our model was by running through the results 
provided by mmsegmentation.

CityScapes resolution Lr schd (iter) FPS mIoU

ISANet 512x1024 80000 2.35 80.32

FCN 40000 2.66 75.45

PSPNet 40000 2.68 78.34

UNet 160000 3.05 69.1

DeepLabV3 (FP16) 80000 3.86 80.48

SegFormer (B1) 160000 4.3 78.56

DeepLabV3+ (FP16) 80000 7.87 80.46

Semantic FPN 80000 10.29 75.8

STDC1  (No Pretrain) 80000 23.06 71.82

STDC2  (No Pretrain) 80000 23.71 73.15

ICNet 832x832 80000 27.12 68.14

BiSeNetV2 1024x1024 160000 31.77 73.21

BiSeNetV1 (No Pretrain) 1024x1024 160000 31.77 74.44

• This is one of the tables that were 
created in the early stages of this 
research:

• Yields a better understanding and a 
clearer picture on the most extensively 
used datasets in semantic segmentation 
task.

• Visualize how different and modern state-
of-the-art approaches are behaving on 
them. 

• Speed benchmark:
• 8 NVIDIA Tesla V100 (32G) GPUs
• Intel(R) Xeon(R) Gold 6148 CPU @ 

2.40GHz

https://github.com/open-mmlab/mmsegmentation


Models
UNet
• Built upon Fully Convolutional Network 

(FCN). 
• Consists of two paths: 

• Contracting path
• Expansive path
• Plus, two 3x3 conv + ReLU and one final 

layer of 1x1 convolution.

Moderador
Notas de la presentación
UNet. In May 2015. This model was considered fast at that time yet not enough for real-time  segmentation. UNet model is built upon FCN model that was released during the same year in March that year. 

UNet, Replaces the pooling operators of FCN by up-sampling operators to increase the resolution of the output map and allow the architecture to propagate context information to higher resolution layers.  
The expansive path is symmetric to the contracting path. Hence it yields U-shape architecture.  
 
Contracting path
Repeated application of two 3x3 conv+ReLU. 
Each followed by 2x2 pooling operators with stride of 2 for down sampling
Number of channels doubles at each step.

Expansive path
Up-sampling operators before each step. Followed by 2x2 deconvolution layer that halves the number of channels. 
And a concatenation with the corresponding cropped feature map from the contracting path.

One final layer of 1x1 convolution to map each feature vector to the desired number of classes.





Models
BiSeNet
Bilateral Segmentation Network

• BiSeNet has two parts: 
• Spatial Path (SP) to tackle the loss of spatial 

information problem.
• Context Path (CP) to tackle the shrinkage of 

the receptive field.

The length of block indicates the spatial size, while the thickness represents the 
number of channels.

Moderador
Notas de la presentación
August 2018. Bilateral Segmentation Network. This SOTA approach address the dilemma of compromising the spatial resolution that other modern approaches usually do in order to achieve real-time inference speed.

First design of BiSeNet:
A Spatial Path with a small strids to preserve the spatial information and generate high-resolution features. And a Context Path with a fast down-sampling strategy that is employed to obtain sufficient receptive field.  

Spatial Path: 
Spatial information and receptive field are crucial to achieving high accuracy. However, it’s hard to preserve the resolution of the input image to encode enough spatial information and capture sufficient receptive field simultaneously.

BiSeNet propose a Spatial Path to preserve the spatial size of the original input image and encode affluent spatial information. The Spatial Path contains three layers. Each layer includes a convolution with a stride = 2, followed by batch normalization and ReLU. Therefor. This path extracts the input feature maps that is 1/8 of the original image. It encodes rich spatial information due to the large spatial size of feature maps.
 
Context Path:
The context path is designed to provide sufficient receptive field. 

The receptive field is of great significant for the performance. Some approaches uses pyramid pooling module, atrous spatial pyramid pooling or by using large kernel to enlarge the receptive field. However, these operations are computation demanding and memory consuming, which result in the low speed.


So, with the consideration of the large receptive field and efficient computation simultaneously. 

The Context Path utilizes lightweight model and global average pooling to provide large receptive field. The lightweight model can down-sample the feature map fast to obtain large receptive field, which encodes high level semantic context information. 

Then added a global average pooling on the tail of the lightweight model, which can provide the maximum receptive field wit global context information. Finally, combines the up-sampled output feature of global pooling and the features of the lightweight model. The lightweight model fuses the features of the last two stages, which yields an incomplete U-shape style.

The Spatial Path encodes rich spatial information, while the Context Path provides large receptive field.



Models
BiSeNet
Bilateral Segmentation Network

• For better accuracy without loss of 
speed, they introduce FFM and ARM: 

• Feature Fusion Module (FFM) to fuse the 
two paths.

• Attention Refinement Module (ARM)  for 
the refinement of final prediction.

Moderador
Notas de la presentación
ARM: Attention refinement module. (part of the context path)
To refine the features of each stage:
Employs global average pooling to capture global context and computes an attention vector to guide the feature learning. This design can refine the output feature of each stage in the Context Path. 
It integrates the global context information easily without any up-sampling operation. 
As result, it demands negligible computation cost.

FFM: Feature fusion module.
Why? The features of spatial path and context path are different in level of feature representation.

First concatenate the output features of Spatial Path and Context Path. 
Then utilize the batch normalization to balance the scales of the features. And pool (global pooling) the concatenated feature to a feature vector and compute a weight vector. This weight vector can re-weight the features, which amounts to feature selection and combination.




Models
BiSeNet V2
Bilateral Segmentation Network

• Two-pathway architecture:
• Detail Branch to capture the spatial details 

with wide channels and shallow layers. 
• Semantic Branch to extract the categorical 

semantics with narrow channels and deep 
layers.

• Guided Aggregation layer: merges both 
types of feature representation.

• Booster (auxiliar prediction heads) to 
improve segmentation without 
increasing computation cost.

Moderador
Notas de la presentación
In April 2020. 

the output feature of Spatial Path is low level, while the output feature of Context Path is high level.

More of the same. New approaches sacrifices spatial information by reducing image resolution or by using lightweight models which leads to a shrinkage of the size of the RF.


Updates from BiSeNet v1:
Simpler structure to present an efficient and effective architecture for real-time semantic segmentation. By removing the time-consuming cross-layer connections in the original version to obtain a more clear and simpler architecture. 
A re-design to the overall architecture with more compact network structure and well-designed components. Specifically, a new design for a light-weight component based on the depth-wise convolution for the semantic Path. Meanwhile, proposing an efficient aggregation layer to enhance the mutual connections between both paths. 


Semantic branch = context path (RF. Lightweight model. Fast down-sampling strategy) high level context information. Has low channel capacity and because of the fast down-sampling it has a large receptive field. Finally, it employs the global average pooling to embed the global contextual response.

First stage called Stem block. Uses two different down-sampling strategies (pooling layers with stride = 2 in one path and max pooling layer in another path) to shrink the feature representation and  then concatenate both results as the output.

The Context Embedding Bock to embed the global contextual information efficiently.

Then, the Gather-and-Expansion Layer has higher feature expression ability then the inverted bottleneck proposed in MobileNetV2.

Detail branch = spatial path (spatial information meaning low level information) wide channels  and shallow layers with small stride (has small receptive field).
Three stages: 
	at each stage, each layer is convolution layer followed by batch normalization and activation function.
	first layer has stride of 2 while the other layers at the same stage has the same number of filters and same output feature map size.


The booster strategy: 
Enhance the feature representation during the training phase and then it can be discarded in the inference phase. It can be inserted in different position in the Semantic branch. The complexity of the Booster head can be adjusted by changing the channel dimensions
3x3 conv + BN + ReLU followed by one conv later to up-sample the output feature map of the head. 





Models
STDC
Short-Term Dense Concatenate

• Dense Concatenate Module to extract deep 
feature with scalable receptive field and 
multiscale information.

• Replaces the extra path of BiSeNet V1 with 
Detail Aggregation Module

• Guide the low-level layers for the learning 
of spatial details by generating detail 
ground truth. 

• More precise preservation of spatial details 
in low-level layers without the extra 
computation cost during the inference 
time.

Moderador
Notas de la presentación
April 2021. 


Adding extra path is time consuming and the pretrained backbones (borrowed from image classification task may be inefficient for image segmentation.

Claims of advantages of STDC: 
Elaborately tune the filter size of blocks by gradually decreasing in geometric progression manner, leading to significant reduction in computation complexity.
The final output of STDC module is concatenated from all blocks, which preserves scalable respective fields and multi-scale information.





Models
STDC
Short-Term Dense Concatenate

• Stage 1 and 2:
• They are regarded as low-level layers. For sake of efficiency 

there is only one convolutional bloc in each stage.

• Stages 3,4,5: 
• They are used to produce the feature maps with down 

sample of 1/8, 1/16, 1/32, respectively. Adopted from the 
context path from BiSeNet to encode the context information 
using pretrained network as backbone of the encoder.

• Global average pooling to provide global context information 
with large receptive field. 

• U-shape structure to up-sample the features stem from the 
global feature and combine each of them with the counter 
part from the last two stages 4 and 5 during the encoding 
phase.

• Feature Refinement Module is used to fuse the output from 
stage 3 in the encoder and the counterpart from the decoder.

• Stage 6: 
• The stage 6 outputs the prediction maps by one convolution 

layer and one global average pooling and two fully connected 
convolutional layers.

Moderador
Notas de la presentación
Low-level layers need enough channels to encode more fine-grained information with small receptive field, while high-level layers with large receptive field focus more on high-level information induction, setting the same channel with low-level layers may cause information redundancy. 




Models
STDC
Short-Term Dense Concatenate

• Detail Guidance of low-level Feature: 
• Detail Ground-truth Generation.
• Detail head inserted in stage 3 Guide the low-level 

layers to learn features of spatial details.
• Detail Ground-truth Generation: 

• Generates the detail feature map from the semantic 
segmentation ground-truth.

• This is carried out by 2-D conv Laplacian kernel and 
trainable 1x1 conv. 

• The Laplacian operator is used to produce soft, thin 
detail feature maps with different strides to obtain 
multi-scale details information. 

• Up-samples the details feature maps to the original 
size and fuse it with a trainable 1 x 1 conv for dynamic 
re-weighting. 

• Adopts a threshold 0.1 to convert the predicted details 
to the final binary detail ground-truth with boundary 
and corner information.

• Detail Head: 
• Produces the detail map to guide the shallow layer to 

encode spatial information.
• Includes a 3 x 3 conv-BN-ReLU operator followed with 

a 1 x 1 convolution to get the output detail map. 

Moderador
Notas de la presentación
To optimize the details learning, Cross entropy and Dice losses are jointly used. Dice loss measures the overlap between predicted maps and ground truth. As it is insensitive to the number of foreground/background pixels, which means it can be alleviating the class-imbalance problem.



Models
SegFormer
• Encoder-decoder model:

• The encoder par is a hierarchical 
Transformer module to extract coarse and 
fine features.

• The decoder part is a Lightweight MLP 
model.

• This architecture divides the image into 
patches as input to the hierarchical 
Transformer encoder.

• The extracted multi-level features are 
passed to the MLP decoder to predict 
the segmentation mask. 

Moderador
Notas de la presentación
By design, transformers can capture global interactions between elements of a scene and have no built-in inductive prior. However, the modeling of global interactions comes at a quadratic cost which makes such methods prohibitively expensive when applied to raw image pixels. Following the recent work on Vision Transformers ViT. This method split the image into patches and treat linear patch embeddings as input tokens for the transformer encoder. The contextualized sequence of tokens produced by the encoder is then up-sampled by transformer decoder to per-pixel class scores. For decoding, we consider either a simple point-wise linear mapping of patch embeddings to class scores or transformer-based decoding scheme where learnable class embedding are processed jointly with patch tokens to generate class masks.


Encoder: avoids interpolating positional codes when performing inference on images with resolutions different from the training one. As result, it can adapt easily to arbitrary test resolution without impacting the performance.
Decoder: lightweight MPL model. where the key idea is to take advantage of the Transformer-induced features where the attentions of lower layers tend to stay local, whereas the ones of the highest layers are highly non-local.



Models
SegFormer
• Overlap Patch Merging

• Shrinks the hierarchical features from Ci to 
Ci+1 with stride = 2.

• Mix-FFN
• By using a 3x3 conv in feed forward 

network FFN allow to use different test 
resolution then the training one. And it 
sufficient to provide positional information 
for Transformer. 

• Efficient Self-Attention module
• Instead of using the original multi-head 

self-attention process it uses the sequence 
reduction process to reduce the length of 
the sequence thus, reduces it cost from 
O(𝑁𝑁2) to O(

𝑁𝑁2

𝑅𝑅
) where R is reduction ratio

Moderador
Notas de la presentación
By design, transformers can capture global interactions between elements of a scene and have no built-in inductive prior. However, the modeling of global interactions comes at a quadratic cost which makes such methods prohibitively expensive when applied to raw image pixels. Following the recent work on Vision Transformers ViT. This method split the image into patches and treat linear patch embeddings as input tokens for the transformer encoder. 

Encoder: avoids interpolating positional codes when performing inference on images with resolutions different from the training one. As result, it can adapt easily to arbitrary test resolution without impacting the performance.
Decoder: lightweight MPL model. where the key idea is to take advantage of the Transformer-induced features where the attentions of lower layers tend to stay local, whereas the ones of the highest layers are highly non-local.
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Results
Speed experiments



Results
Accuracy experiments
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Results
Complexity experiments
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Results
Complexity experiments



Results
Overall
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Result



Privacy preservation
Demo
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Added video of segmentation results from STDC and SegFormer.
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June 20, 2022

Future work
Induced ideas

We are working on more inclusive dataset.

Understanding the definition of surveillance-
like images.

In health-care context such as segmenting 
humans in laying or sitting positions.

1

3

2
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